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ABSTRACT

This thesis studies three topics: Markovian consistency theory, Markov structures theory, and modeling systemic risk.

The first part investigates the necessary and sufficient conditions for a component of a multivariate Markov chain to be Markov in its own filtration and coincide with the prescribed marginal law. We first derive a necessary and sufficient condition, called condition \((C_i)\), for a component to be Markovian in its own filtration. We provide a number of sufficient conditions, that are formulated in terms of the transition characteristic of the chain, for condition \((C_i)\) with respect to strong Markovian consistency and weak Markovian consistency. We prove that one sufficient condition, condition \((P)\), for condition \((C_i)\) is equivalent to an existing result, i.e. condition \((M)\). Additionally, we give conditions under which strong Markovian consistency implies condition \((M)\). Next, we provide necessary and sufficient conditions for weak-only Markovian consistency. We finish this chapter by presenting several examples that satisfy the sufficient conditions derived in this work.

The second part studies the constructions of Markov structures. We propose and analyze two approaches to construct Markov structures: the top-down approach and the bottom-up approach. We give a sufficient condition for the one-dimensional distributions obtained by these two approaches to coincide forward in time. In addition, we show that the Markov structures can be constructed forward in time and satisfy the semigroup property if certain sufficient conditions are satisfied. We conclude this chapter by discussing and comparing our results regarding Markovian consistency and Markov structures to existing findings.

The third part works on systemic risk. We propose a novel approach to study systemic risk in financial networks, based on the analysis of the dependence structures between the financial institutions of the network. We construct a dynamic systemic
dependence measure and a dynamic systemic risk measure, and give financial interpretations of these two measures. We propose to use these two measures as a pair to monitor systemic risk. We present several numerical examples to explain how the dependence structures contribute to systemic risk. In particular, certain dependence structure may lead to systemic benefit.
CHAPTER 1
INTRODUCTION

The interconnection or dependence structure between objects within a stochastic dynamical system plays a critical role in modeling various phenomena from a wide range of applied fields. Various applications are related to, among others, the linked financial institutions within an economy, the biological cells of living organisms, sociology, criminology and terrorism, social networks, ruin problems in insurance, credit risk, and seismology. For finite dimensional multivariate random variables the dependence structure between their components is fully characterized in terms of the so-called copulae and the Sklar’s Theorem [Skl59]. On the other hand, the analysis or the characterization of the dependence structure between components of multivariate stochastic processes is a relatively new area. In part, this thesis contributes to this area. The obtained theoretical results are applied to the analysis of systemic risk in a financial network.

In this thesis we focus on a class of time-inhomogeneous multivariate Markov chains, with finite state spaces and in a continuous time setup. The main objective of this work is to derive algebraic conditions in terms of the transition characteristics of a multivariate Markov chain, under which the corresponding coordinate processes are Markovian in their own filtrations and coincide in law with the prescribed marginal laws. The detailed research problem is stated in Section 2.3.

The concept of Markovian consistency and Markov structures for multivariate Markov processes was originated in [BVV08]. In [BJVV08], [BJN10], and [BJN12], the authors enrich the theoretical structures of Markovian consistency and Markov structures, and have successfully applied Markov structures to financial markets, in
particular to the basket-type products in credit risk. Our research builds upon these works as well as upon [BJN13]. We continue the analysis of the theoretical framework of [BJN13]. Furthermore, we apply the framework of Markov structures to study systemic risk. In particular, we construct a dynamic systemic dependence measure that takes into account the dependence between the components of a financial system expressed in terms of Markov structures.

1.1 Markovian Consistency and Markov Structures

In this section, we briefly recall some important results from the existing literature that are relevant to our study.

1.1.1 Markovian Consistency. As stated, we deal with the problem regarding the sufficient and necessary conditions under which a coordinate process of a multivariate Markov chain is Markovian in its own filtration with a predetermined law. We are also concerned with the problem of constructing a multivariate Markov chain such that each of its components is Markovian in its own filtration with a predetermined law; such a multivariate Markov chain is called a Markov structure.

To study such problems we first need to investigate conditions under which a given component of a multivariate Markov chain is also a Markov chain. The Markov property of the coordinate processes is studied within the so-called strong and weak Markovian consistency theory. The probabilistic necessary and sufficient conditions for Markovian consistency of multivariate Markov chains have been given in [BJN13, Theorem 1.6] in terms of the semimartingale characteristics. We are mostly interested in the weak Markovian consistency. However, the sufficient and necessary conditions for the weak Markovian consistency given in [BJN13, Theorem 1.6] are extremely difficult to verify. One of the goals of this thesis is to establish easily verifiable ‘sufficient conditions’ for weak Markovian consistency of a multivariate Markov chain.
in terms of its transition matrix function.

It should be noted that our research problem is linked to the so-called Markov function problem or lumpability problem (cf. [RS93], [GL05], and the reference therein). A Markov function is a measurable function such that when applied to a Markov process the output is a Markov process itself. One important mathematical question is to find sufficient conditions under which a measurable function is a Markov function (cf. [BR58], [Kel82], [RP81], [KO88], and the reference therein). The Markov function problem can be traced back to Burke and Rosenblatt [BR58] and Dynkin [Dyn65a]. Dynkin considered time-homogeneous Markov processes, and the problem is called the transformation of the state space. Dynkin gave sufficient conditions on the infinitesimal operators (and the semigroups) of the original and transformed process Markov process. These conditions are known in the current literature as Dynkin’s criterion.

Clearly, a coordinate process of the multivariate Markov chain can be obtained by the coordinate projection of the chain, and thus it is a special case of a Markov function. Thus, the study of Markov consistency is related, but not entirely nested, in the study of Markov functions. In particular, the study of Markov functions has been limited to the case of time-homogeneous processes, whereas the study of Markov consistency is not. We also note that the classical study of Markov functions is not concerned with the question of constructing Markov structures.

Since we work on a multivariate Markov chain and its coordinate processes, the state of the coordinate process can be obtained by ‘lumping over’ the corresponding state of the chain. In this context, our research problem is related to the lumpability problem. The coordinate projection corresponds to a lumping map, and the coordinate process corresponds to a lumped process. A Markov chain is said to be weakly lumpable if there exists an initial distribution of the original chain such
that the lumped process is a homogeneous Markov chain. In the weak lumpability
problem, the Markov property is defined with respect to the natural filtration of the
lumped process. However, as discussed below we consider two notions of Markovian
consistency. One notion is related to the natural filtration of the multivariate Markov
chain, and the other one is related to the natural filtration of the coordinate process.
In general, these two filtrations are not the same. Thus, our research problem is more
general than the weak lumpability problem.

The two notions of Markovian consistency (cf. Definitions 2.4.1 and 2.4.2 on
page 26 for details) play a fundamental role in our study. We say that a multivariate
Markov chain is *strongly Markovian consistent* if each coordinate process is a Markov
chain in the filtration of the multivariate Markov chain. A multivariate Markov chain
is said to be *weakly Markovian consistent* if each coordinate process is a Markov chain
in its own filtration. Indeed, one can show that the latter is a weaker property than the
former. As we will see later, an important and significant feature distinguishes these
two classes of Markov chains. This unique feature is linked to a desired property in
the context of credit risk management that essentially can not be captured by strong
Markovian consistency.

Let \((\Omega, \mathcal{F}, P)\) be a complete underlying probability space. We consider a con-
tinuous time multivariate Markov chain \(X = (X^1, \ldots, X^m)\) defined on \((\Omega, \mathcal{F}, P)\) taking
values in finite state space \(E\). For any process \(Y\) defined on \((\Omega, \mathcal{F}, P)\), we denote
by \(\mathcal{F}^Y_t = (\mathcal{F}^Y_t, t \geq 0)\) the natural filtration of \(Y\), \(\mathcal{F}^Y_t = \sigma\{Y_u, 0 \leq u \leq t\}\).

Motivated by results in [BJN13, Theorem 1.6 and Theorem 1.11], we naturally
propose that one sufficient condition for the weak Markovian consistency is

\[
\mathbb{E}_P \left( \mathbb{1}_{\{X_t = x\}} \mid \mathcal{F}^Y_t \right) = \mathbb{E}_P \left( \mathbb{1}_{\{X_t = x\}} \mid X^i_t \right), \quad x \in E, \ i = 1, 2, \ldots, m. \tag{1.1}
\]

This condition implies that the future state of \(X\) and the past state of \(X^i\) are condi-
tionally independent given the present state of $X^t$.

In Lemma 2.5.3 on page 47, without using [BJN13, Theorem 1.6 and Theorem 1.11], we show that Equation (1.1) is equivalent to condition (Ct-II) which is a sufficient condition for a component to be Markov in its own filtration.

Similar conditions to Equation (1.1) have been studied in [Kel82], [RP81], and [KO88] as well. Kelly [Kel82] shows that Equation (1.1) has an equivalent form with $t \in \mathbb{Z}$ and proves that the equivalent condition is sufficient for the derived process to be Markov. Rogers and Pitman [RP81] formulate conditions (cf. Section 3.4) for Equality (1.1) to hold true for a time-homogeneous Markov process. They further show that under these conditions, a function of a time-homogeneous Markov process is again a time-homogeneous Markov process. Kurtz and Ocone [KO88] derive Equality (1.1) as a result of a filtered Martingale problem, which recovers Rogers and Pitman’s results. Whereas, Glover [Glo91] argues that there are more general conditions for a function of a Markov process to be Markovian by providing a counterexample. He further works on the intertwining relation between the semigroups of two Markov processes by a positive kernel, without assuming that this positive kernel is a Markov kernel.

It should be noted that the aforementioned results are all derived under the assumption that the given Markov process is time-homogeneous. We want to emphasize that we are dealing with time-inhomogeneous Markov chains. Of course, a time-inhomogeneous Markov chain $X$ can be homogenized. However, the resulting time-homogeneous process $(t, X)$ is a Markov process with the (non-finite) state space $\mathbb{R} \times E$, and not a Markov chain anymore. Therefore, the transition semigroup of $(t, X)$ becomes an operator on an infinite dimensional space, rather than a matrix. Not only do certain properties or advantages from a transition matrix disappear, but also the computations of the transition semigroup get more complicated and in most of the
1.1.2 Markov Structures. A Markov structure is a multivariate Markov chain, say \( X = (X^1, \ldots, X^m) \), whose components are Markov chains with the prescribed laws under \( \mathbb{P} \). Typically, the components of a Markov structure are not independent, but exhibit some stochastic dependence, which is encoded in the initial distribution of the process and in its infinitesimal generator. Let \( D \) denote a generic dependence structure of \( X \). The symbol \( I \) will be reserved for the independence structure (all the components \( X^1, \ldots, X^m \) are independent under \( \mathbb{P} \)).

In analogy to Markovian consistency, there are strong Markov structures and weak Markov structures. See Definition 3.2.1 on page 87 and Definition 3.2.2 on page 88. Markov structures theory facilitates the study of the stochastic dependence between the components of a multivariate Markov chain. The main task of this theory is to construct Markov structures for a given collection of marginal laws. As stated above, the theory of Markovian consistency plays an fundamental role in the theory of Markov structures; consequently, it will play an important role in the constructions of Markov structures that we give below. It will be seen though that developing an efficient algorithm for the construction of Markov structures is, in general, quite a complex task.

It should be noted that Markov structures theory is different from Sklar’s seminal work on copula functions. The classical concept of copulae used in probability is to construct multivariate finite dimensional random variables with given marginal distributions. A copula captures the dependence structure of multivariate distributions without studying marginal distributions. Bouyé et al. [BDN+00] provide

\[ \text{For simplicity, throughout the thesis it will be assumed that a process start from a deterministic initial position. Thus, the dependence between the components of } X \text{ is entirely given in terms of its infinitesimal generator.} \]
a detailed survey on applications of copulae in finance. Markov structures theory
analyzes the dependence structure between the coordinate processes of a multivariate
Markov chain. We refer to [BJN13] for a comprehensive discussion and comparison
of Markov structures theory and the classical copulae.

In Section 3.3 we introduce two methods to construct Markov structures:
the top-down approach and the bottom-up approach. The major difference between
these two approaches is how to compute the one-dimensional distribution of $X$. In
the top-down approach we obtain the one-dimensional distribution of $X$ in terms
of the transition semigroup of $X$. In the bottom-up approach we construct the one-
dimensional distribution of $X$ by the appropriate correlations between the components
and the one-dimensional distributions of the components at each time. In addition,
we discuss the pros and cons of these two approaches, and give conditions for the
correlations under which the one-dimensional distributions of $X$ obtained by the top-
down approach and the bottom-up approach coincide. Additionally, the constructed
Markov structures preserve semigroup property.

1.2 Systemic Risk

The most recent global financial crisis has highlighted interconnectedness in
the financial system as a crucial source of systemic risk. In the 1990s, the concept
of modeling systemic risk focused on the too-big-to-fail issue, whereas the recent fi-
nancial crisis addresses the too-connected-to-fail problem. Since financial institutions
are linked by financial activities, the default of one systemically important financial
institution may jeopardize the stability of other financial counterparties through fi-
nancial activities. This may lead to successive rounds of failures, where the default of
one financial institution escalates the financial distress of other engaged institutions.
Under adverse circumstances the distress may propagate through the whole financial
system and cause the collapse of the financial system. We believe this financial
phenomenon is highly related to the dependence structure within a financial system, namely, the dependence between financial institutions.

On the other hand, a default of a “bad player” in a financial system may lead to improved health of the surviving part of the system. Such a phenomenon can be justifiably termed as “systemic benefit”.

There is a vast literature devoted to modeling systemic risk. We refer to the *Handbook of Systemic Risk* [FL13] for recent developments on systemic risk and the references therein. Among others, the network models are the mainstream and were originated in the seminal work of Eisenberg and Noe [EN01], that has great influence in the literature on financial contagion and systemic risk. Eisenberg and Noe have developed a framework that combines two issues in traditional finance literature: the uncertainty over the future values of assets and the interdependence of financial claim values. A limitation of the Eisenberg-Noe model is that the valuation of claims is finalized *ex-post*, namely, at the maturity of the financial contracts. Many works have extended the Eisenberg-Noe framework and tried to move toward ex-ante valuations, see for instance [GY15] and [RV13]. For a recent survey of network models, see [Sum13]. Although network models address issues of systemic stability and contagion risk, the default propagation is typically through balance-sheet mechanics.

We briefly mention other approaches that have been developed to study systemic risk. One such approach is to use the theory of large deviations for diffusions interacting through their mean field. Garnier et al. [GYPY13] consider a system of diffusion processes that represent interacting agents. In their model, the intrinsic stabilization mechanism keeps the agents near the normal state, and the external destabilizing forces push the agents to a failed state. Garnier et al. study the strength of the intrinsic stabilization, the strength of the external random perturbations, and the degree of cooperation or interaction between them. Another mean field approach
is proposed by Carmona et al. [CFS15]. They model the log-monetary reserves of a bank with finitely many diffusion processes coupled through their drifts. A game feature is then introduced to study the financial stability between banks.

Unlike the aforementioned works, another approach is to construct systemic risk measures and study the properties of the measures. Bisias et al. [BFLV12] surveys 31 quantitative measures of systemic risk in the economics and finance literature. Chen et al. [CIM13] adopts the axiomatic approach to single-firm risk measures introduced in Artzner et al. [ADEH99]. This is the first work that proposes an axiomatic framework for defining the systemic risk measure as a summary statistic that quantifies the level of risk associated with an economy from a regulatory point of view. The approach in [CIM13] is general in the sense that it does not focus on any specific systemic risk measure. Biagini et al. [BFF15] provides a general methodological framework that goes beyond designing systemic risk measures through multi-dimensional acceptance sets and aggregation functions. Kromer et al. [KOZ16] extends [CIM13] to a general probability space and relax the assumption on positive homogeneity of systemic risk measures. Feinstein et al. [FRW15] proposes a monetary systemic risk that is set-valued. It measures the set of allocations of additional capital that lead to acceptable outcomes. This concept is similar to the minimal total amount injected into the institutions to secure the financial system in [BFF15]. Hoffmann et al. [HMBS16] axiomatically characterizes systemic risk measures in a conditional framework, where conditional aggregation functions and conditional base risk measures are considered.

1.2.1 Stochastic Dependence. We believe that the dependence structure between financial institutions is at the core of studying the systemic risk. A novel approach is proposed to model and measure systemic dependence.

Suppose that a multivariate Markov chain $X$ taking values in $E$ is endowed
with dependence structure $\mathcal{D}$ between its components; to emphasize this, we will use the notation $X^{\mathcal{D}} = (X^{\mathcal{D},1}, \ldots, X^{\mathcal{D},m})$. Let $f$ be a real valued integrable function. We are interested in the conditional probabilities of the form

$$
P(f(X^{\mathcal{D}}_T) \in B \mid X^{\mathcal{D}}_t), \quad 0 \leq t \leq T, \tag{1.2}
$$

where $B$ is a Borel set.

One way to normalize (1.2) is to consider the difference

$$
P(f(X^{\mathcal{D}}_T) \in B \mid X^{\mathcal{D}}_t = x) - P(f(X^{\mathcal{D}}_T) \in B \mid X^{\mathcal{D}}_t = x), \quad 0 \leq t \leq T, \ x \in \mathcal{E}. \tag{1.3}
$$

Clearly, there are various approaches to compute the probability (1.3). For instance, one may use a statistical measure in (1.3), and then compute and analyze (1.3) from historical data.

We propose to study (1.3) in terms of Markov structures theory. Under this framework, we can examine systemic dependence directly through dependence structures between financial institutions. A thorough discussion about the construction of systemic dependence measure can be found in Section 4.4.

1.2.2 Systemic Risk Measure. As mentioned earlier, there are different perspectives regarding what a systemic risk measure should be, or what general properties a systemic risk measure needs to preserve. In this thesis, we first define a function. See Definition 4.4.1 on page 120. We want to compute the conditional probability of a fixed number of financial institutions that will be in certain credit ratings at some future time. In particular, if these credit ratings are the default rating. Then we call this function as the systemic risk measure.

A similar perspective about quantifying systemic risk has appeared in [Gig11]. Giglio computes the joint default probability of finite large financial institutions by using the information in bond and credit default swap prices. This probability is called
as systemic default risk. Without making any assumptions on the joint distribution function, Giglio proposes an optimal aggregation method to construct the bounds on the probability of systemic default events.

We argue that, only studying the probability of systemic default events without considering the dependence between financial institutions is not enough. As we will see in Section 4.5, it may happen that the probabilities of the systemic event are the same for two financial systems, but these two financial systems are endowed with distinct dependence structures. Therefore, we propose to use a combined measure, the pair of systemic risk measure and systemic dependence measure, to model systemic risk. A detailed discussion can be found in Section 4.4.

1.3 Original Contributions of the Thesis

In summary, the contribution of the thesis on each major research topic (that corresponds to a chapter) is as follows.

Markovian Consistency; Chapter 2

- We derive condition \((C_i)\), that is a necessary and sufficient condition for a component of a multivariate Markov chain to be Markovian in its own filtration. We provide several sufficient conditions to condition \((C_i)\) with respect to strong Markovian consistency and weak Markovian consistency.

- One of the sufficient conditions for condition \((C_i)\) is condition \((P)\). We prove that condition \((P)\) formulated in terms of the transition matrix of \(X\), is equivalent to condition \((M)\) derived in [BJN13] and given in terms of the infinitesimal generator of \(X\). Moreover, we provide a condition under which condition \((M)\) is necessary for strong Markovian consistency.

- We give conditions for weak-only Markovian consistency.
• We extend the results by Rogers and Pitman \cite{RP81} to the case of time-inhomogeneous multivariate Markov chain with coordinate projections; see Theorem 2.5.2 on page 56.

• We give a number of examples that satisfy the sufficient conditions derived in this work; see Section 2.6 on page 68.

Markov Structures; Chapter 3

• We propose and analyze two approaches to construct Markov structures: the top-down approach and the bottom-up approach. We present an example to elucidate the bottom-up approach. In addition, we analyze the conditions under which the Markov structures obtained by the bottom-up approach preserve semigroup property.

• We compare our results on Markovian consistency and Markov structures to the results from the existing literature. In particular, we show our results are more general.

Study of Systemic Risk; Chapter 4

• We propose a novel approach to study systemic risk in financial networks, based on the analysis of the dependence structures between the components of the network.

• We construct a dynamical systemic risk measure and a dynamical systemic dependence measure. We give financial interpretations of these proposed measures and link them to the concept of monitoring the systemic risk in terms of the pair of systemic risk measure and systemic dependence measure.
• We provide a comprehensive numerical study of the proposed methodology, in particular, by considering various algebraic structures of infinitesimal generators, as well as by varying some model parameters.

This thesis is organized as follows. In Chapter 2 we focus on Markovian consistency and study the sufficient conditions for the component of a multivariate Markov chain to be Markov in its own filtration. Chapter 3 introduces two approaches to construct Markov structures. We apply the framework of Markov structures to model systemic risk in Chapter 4. Two detailed computations for the examples in Chapter 2 are given in Appendix A and Appendix B.
2.1 Introduction

In many applications, the objects of interest are usually assumed to have the Markov property. The main advantage of a Markovian assumption is that it simplifies modeling. For instance, as a feature of the Markov property, whatever happens in the past does not affect what will happen in the future. It saves time to deal with the past information. Here, we confine our study to the case of time-inhomogeneous multivariate Markov chains. As mentioned earlier, the components of a multivariate Markov chain is not necessarily Markovian. We give a simple example. Let $Z^1$ be a non-Markovian process and take $Z^2 = -Z^1$. Clearly, a process $Z = Z^1 + Z^2$ is a constant process, and therefore, a Markov process. In this chapter, we aim at investigating the conditions under which the components of a multivariate Markov chain are Markovian.

Since we are interested in multivariate Markov chains, immediately we have at least two types of filtrations. One is the natural filtration of the multivariate Markov chain, and the others are the natural filtrations of its individual components. If we are in the filtration of the multivariate Markov chain, we know everything about the chain. Typically, one has limited information about the whole chain if one is in the filtration of the component. Therefore, we introduce the concepts of *strong Markovian consistency* and *weak Markovian consistency*. The main difference between these two concepts is based on the type of filtrations.

From here on, we sharpen our focus to our research problem about Markovian consistency: the sufficient conditions under which the components of a multivariate
Markov chain are Markovian in their own filtrations.

This chapter is organized as follows. In Section 2.2 we begin by proving two equivalent forms of the continuous time Markov property for general stochastic processes. Starting from Section 2.3 we restrict ourselves to continuous time multivariate Markov chains and explain our main research problems. In Section 2.4 we give definitions of Markovian consistency and collect relevant results to lay the groundwork to our study. In Section 2.5 we provide necessary and sufficient conditions for weak Markovian consistency, strong Markovian consistency, and weak-only Markovian consistency. In Section 2.6 we give examples for the theoretical results. We conclude this chapter and discuss future work in Section 2.7.

2.2 Two Equivalent Definitions for the Continuous Time Markov Property

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete underlying probability space. Throughout the thesis, for any process \(Y\) defined on \((\Omega, \mathcal{F}, \mathbb{P})\), we denote by \(\mathcal{F}^Y = (\mathcal{F}_t^Y, t \geq 0)\) the natural filtration of \(Y\), \(\mathcal{F}_t^Y = \sigma\{Y_u, 0 \leq u \leq t\}\).

The notion of Markovianity can be given in several equivalent forms (cf. [Wen81, Chapter 8.2]). Usually, the definitions of Markovian consistency are given in terms of filtrations. For continuous time Markov chains with finite or countable states, the Markov property can be stated without using the conditional probability with respect to the \(\sigma\)-algebra generated by the process (see Proposition 2.2.1 on page 19). Our results on the sufficient conditions for Markovian consistency are built upon the latter form of the Markov property. To seamlessly connect these two expressions of the Markov property, in this section, we devote ourselves to establishing the equivalence of these two forms of the Markov property.

We begin by recalling some relevant definitions and known results (see [Dyn65b]).
Definition 2.2.1. A nonempty family $\mathcal{G}$ of subsets of a nonempty set $G$ is

(i) a $\pi$-system, if for any $A, B \in \mathcal{G}$, we have $A \cap B \in \mathcal{G}$;

(ii) a $\lambda$-system, if

1. $G \in \mathcal{G}$;
2. for any $A, B \in \mathcal{G}$, and $B \subseteq A$, we have $A \setminus B \in \mathcal{G}$;
3. for any increasing sequence of sets $A_1 \subseteq A_2 \subseteq \ldots A_n \subseteq \ldots \in \mathcal{G}$, it implies $\bigcup_{n=1}^{\infty} A_n \in \mathcal{G}$.

(iii) a $\sigma$-algebra, if

1. for any $A \in \mathcal{G}$, we have $G \setminus A \in \mathcal{G}$;
2. for every sequence of sets $A_1, \ldots, A_n \ldots \in \mathcal{G}$, it implies $\bigcup_{n=1}^{\infty} A_n \in \mathcal{G}$ and $\bigcap_{n=1}^{\infty} A_n \in \mathcal{G}$.

Recall that $\sigma(\mathcal{G})$ is the smallest $\sigma$-algebra generated by $\mathcal{G}$.

Theorem 2.2.1 (Dynkin’s $\pi$-$\lambda$ Theorem). If a $\lambda$-system $\mathcal{D}$ contains a $\pi$-system $\mathcal{G}$, then $\mathcal{D}$ contains the $\sigma$-algebra $\sigma(\mathcal{G})$, $\sigma(\mathcal{G}) \subseteq \mathcal{D}$.

Let $\mathcal{T} = [0, T]$, and assume that $(E, \mathcal{E})$ is a measurable space. We denote by $E^\mathcal{T}$ the collection of all functions from $[0, T]$ into $E$, namely,

$$E^\mathcal{T} = \{y \mid y : [0, T] \to E\}.$$ 

An element $y$ of $E^\mathcal{T}$ at $t \in \mathcal{T}$ will be denoted by $y_t$. For every $t \in \mathcal{T}$ we define a coordinate function, $Y_t : E^\mathcal{T} \to E$,

$$Y_t(y) = y_t. \quad (2.1)$$

If $t$ is fixed, $Y_t(\cdot)$ is a function on $E^\mathcal{T}$. If $y$ is fixed, $Y_t(y)$ is a function on $\mathcal{T}$. 
Let $E^T$ be the $\sigma$-algebra generated by all the coordinate functions $Y_t$, $t \in T$. If we have a probability measure on $(E^T, E^T)$, $Y_t(y)$ will be the coordinate random variables.

Next, we give the definition of cylinder sets, or finite-dimensional sets.

**Definition 2.2.2** (Cylinder sets). A subset $C^n \subseteq E^T$ is called an $n$-dimensional cylinder set, if there exist an $n$-tuple of distinct points $\{t_1, t_2, \ldots, t_n\} \subset T$, and a measurable set $\Gamma \in \mathcal{E}^n$ such that

$$ C^n = \{ y \in E^T \mid (y_{t_1}, y_{t_2}, \ldots, y_{t_n}) \in \Gamma \}. $$

If the set $\Gamma$ in Definition 2.2.2 is a singleton, namely, $\Gamma = (y_{t_1}, y_{t_2}, \ldots, y_{t_n})$ with $y_{t_i} \in E$, $i = 1, \ldots, n$, then it is called a thin cylinder. We denote by $C$ the family consisting of all $n$-dimensional cylinder sets $C^n$, $n \in \mathbb{N}$. It is known that $C$ forms an algebra, but not a $\sigma$-algebra in the case of an infinite $T$. The smallest $\sigma$-algebra contains all finite-dimensional cylinder sets is called cylinder $\sigma$-algebra, $\sigma(C)$.

If we have a probability measure $\mathbb{P}$ on $E^T$, the distribution of a function $Y_t$, $t \in T$, on $(t_1, \ldots, t_n) \subset T$ for every $\Gamma \in \mathcal{E}^n$ is defined by

$$ p_{t_1,\ldots,t_n}(\Gamma) := \mathbb{P} \left( y \in E^T \mid (Y_{t_1}(y), Y_{t_2}(y), \ldots, Y_{t_n}(y)) \in \Gamma \right) $$

$$ = \mathbb{P} \left( y \in E^T \mid (y_{t_1}, y_{t_2}, \ldots, y_{t_n}) \in \Gamma \right), $$

where the second equality follows from Equation (2.1).

Given the probability measure $\mathbb{P}$, the collection of all measurable functions $Y = (Y_t, t \in T)$ on $(E^T, E^T, \mathbb{P})$ is a stochastic process. Accordingly, these probability measures $p_{t_1,\ldots,t_n}$’s defined on the space $(E^T, \mathcal{E}^T)$ are called the finite-dimensional distributions of $Y$. It follows from (2.2) that this system of finite-dimensional distributions satisfies two consistency properties:
(i) **Permutation invariance.** Let \((t_{i_1}, \ldots, t_{i_n})\) be a permutation of \((t_1, \ldots, t_n)\). Then,

for any \(\Gamma_i \in \mathcal{E}, \ i = 1, \ldots, n\), we have

\[
p_{t_1, \ldots, t_n}(\Gamma_{t_1} \times \Gamma_{t_2} \times \cdots \times \Gamma_{t_n}) = p_{t_{i_1}, \ldots, t_{i_n}}(\Gamma_{t_{i_1}} \times \Gamma_{t_{i_2}} \times \cdots \times \Gamma_{t_{i_n}}).
\]

(ii) **Projection invariance.** Let \(n \geq 2\). Then,

\[
p_{t_1, \ldots, t_{n-1}, t_n}(\Gamma_{t_1} \times \Gamma_{t_2} \times \cdots \times \Gamma_{t_{n-1}} \times E) = p_{t_1, \ldots, t_{n-1}}(\Gamma_{t_1} \times \Gamma_{t_2} \times \cdots \times \Gamma_{t_{n-1}}).
\]

We can associate the process \(Y\) with a system of finite-dimensional distributions, which inherits the properties of \(Y\) through consistency properties. **Kolmogorov’s existence theorem** answers the converse question and provides one way to construct a stochastic process through its finite-dimensional distributions.

**Theorem 2.2.2** (Kolmogorov’s Existence Theorem). Let \(\mathcal{T}\) be some interval. If a system of distributions \(p_{t_1, \ldots, t_n}\) satisfies the consistency properties, then on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\) there exists a stochastic process \(Y = (Y_t, t \in \mathcal{T})\) whose finite-dimensional distributions is given by \(p_{t_1, \ldots, t_n}\).

Next lemma says that the information contained in the natural filtration of the stochastic process is the same as the information included in the cylinder \(\sigma\)-algebra generated by the finite-dimensional distributions of the process. A detailed proof can be found in [Bil12, Section 36].

**Lemma 2.2.1.** The cylinder \(\sigma\)-algebra generated by the finite-dimensional distributions of process \(Y\) coincides with the \(\sigma\)-algebra generated by \(Y\), \(\sigma(C) = \mathcal{F}^Y_t\).

In the following proposition, we establish the equivalent forms of the Markov property. One is given in terms of the \(\sigma\)-algebra generated by the process, and another one is defined in terms of its trajectories.
Proposition 2.2.1. Consider a measurable space $(E, \mathcal{E})$, $|E| < \infty$. Let $X = (X_t, t \geq 0)$ be a stochastic process taking values in $E$. Then, the following two statements are equivalent:

(i) For every $s, t \geq 0$ and $\Gamma \in \mathcal{E}$,

$$\mathbb{P} \left( X_{t+s} \in \Gamma \mid \mathcal{F}_t^X \right) = \mathbb{P} \left( X_t \in \Gamma \mid X_t \right).$$  \hspace{1cm} (2.3)

(ii) For any $n \in \mathbb{N}$, $0 \leq t_1 \leq \cdots \leq t_n \leq t_{n+1}$, $x_i \in E$, $i = 0, 1, \ldots, n+1$, the following holds true,

$$\mathbb{P} \left( X_{t_{n+1}} = x_{n+1} \mid X_{t_n} = x_n, X_{t_{n-1}} = x_{n-1}, \ldots, X_0 = x_0 \right) = \mathbb{P} \left( X_{t_{n+1}} = x_{n+1} \mid X_{t_n} = x_n \right),$$  \hspace{1cm} (2.4)

whenever $\mathbb{P} \left( X_{t_n} = x_n, X_{t_{n-1}} = x_{n-1}, \ldots, X_0 = x_0 \right) > 0$.

Proof. Without loss of generality, we set $t_n = t$ and $t_{n+1} = t + s$, $s, t \geq 0$.

We first show that (i) implies (ii). Assume that (i) holds. We will prove that (2.3) implies (2.4) by the tower property of conditional expectations. For any $x_{n+1} \in E$, we know the set $\{X_{t_{n+1}} = x_{n+1}\} \in \mathcal{E}$. Since $|\Gamma| < \infty$, we have only countably many events $\{X_{t_{n+1}} \in \Gamma\} = \bigcup_{x_{n+1} \in \Gamma} \{X_{t_{n+1}} = x_{n+1}\}$. Due to the countable additivity of probability, it suffices to consider (2.3) in the following form,

$$\mathbb{P} \left( X_{t_{n+1}} = x_{n+1} \mid \mathcal{F}_{t_n}^X \right) = \mathbb{P} \left( X_{t_{n+1}} = x_{n+1} \mid X_{t_n} \right), \hspace{1cm} x_{n+1} \in E.$$  \hspace{1cm} (2.5)

We denote by $\pi = \{t_0, t_1, \ldots, t_{n-1}, t_n\}$ a set of all finite partitions of a closed interval $[t_0, t_n]$ such that $t_0 < t_1 < \cdots < t_n$. The notation $\Pi_t$ is a collection of all partitions,

$$\Pi_t = \{\pi = \{t_0, t_1, \ldots, t_{n-1}, t_n\} \mid t_0 < t_1 < \cdots < t_n, \ n \in \mathbb{N}\}.$$  

We denote by $\sigma \left( X_{t_0}, X_{t_1}, \ldots, X_0; \pi \right)$ the smallest $\sigma$-algebra generated by $\{X_{t_0} = x_0, X_{t_1} = x_{n-1}, \ldots, X_0 = x_0\}$, $x_i \in E$, $i = 0, 1, \ldots, n \in \mathbb{N}$, with respect to the partition $\pi \in \Pi_t$. 

Since
\[ \sigma(X_{t_n}) \subseteq \sigma(X_{t_n}, X_{t_{n-1}}, \ldots, X_0; \pi) \subseteq \mathcal{F}_{t_n}^X, \]
we have that, for any \( \pi \in \Pi_t \),
\[
P \left( X_{t_{n+1}} = x_{n+1} \mid \sigma(X_{t_n}, X_{t_{n-1}}, \ldots, X_0; \pi) \right)
= \mathbb{E} \left( 1 \{ X_{t_{n+1}} = x_{n+1} \} \mid \sigma(X_{t_n}, X_{t_{n-1}}, \ldots, X_0; \pi) \right)
= \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t_{n+1}} = x_{n+1} \} \mid \mathcal{F}_{t_n}^X \right) \mid \sigma(X_{t_n}, X_{t_{n-1}}, \ldots, X_0; \pi) \right)
= \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t_{n+1}} = x_{n+1} \} \mid \mathcal{F}_{t_n}^X \right) \right)
= \mathbb{P} \left( X_{t_{n+1}} = x_{n+1} \mid \sigma(X_{t_n}) \right),
\]
where the second equality follows from the tower property of conditional expectations, the third equality results from (2.5), and the fourth equality is again due to the tower property of conditional expectations. Therefore, we establish (2.4).

Next we prove that (ii) implies (i). By uniqueness of the conditional expectation, there exists \( \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mid \mathcal{F}_{t}^X \right) \in L^1 \left( \Omega, \mathcal{F}_{t}^X, \mathbb{P} \right) \) such that for every \( A \in \mathcal{F}_{t}^X \),
\[
\mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mathbb{1}_A \right) = \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mid \mathcal{F}_{t}^X \right) \mathbb{1}_A \right). \tag{2.6}
\]
In order to show (2.3), we need to establish
\[
\mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mathbb{1}_A \right) = \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mid \sigma(X_t) \right) \mathbb{1}_A \right), \tag{2.6}
\]
for every \( A \in \mathcal{F}_{t}^X \).

Let
\[
\mathcal{D} := \left\{ A \in \mathcal{F}_{t}^X \mid \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mathbb{1}_A \right) = \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mid \sigma(X_t) \right) \mathbb{1}_A \right), \ s \geq 0, \ \Gamma \in \mathcal{E} \right\}.
\]
Clearly, \( \mathcal{D} \subseteq \mathcal{F}_{t}^X \). In the remaining part, we will use Lemma 2.2.1 to prove that \( \mathcal{D} \supseteq \mathcal{F}_{t}^X \). First, we show that \( \mathcal{D} \) is a \( \lambda \)-system. Note that \( \Omega \in \mathcal{D} \),
\[
\mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mathbb{1}_\Omega \right) = \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \right) = \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mid X_t \right) \right) = \mathbb{E} \left( \mathbb{E} \left( 1 \{ X_{t+s} \in \Gamma \} \mid X_t \right) \mathbb{1}_\Omega \right) .
\]
Assume that $A, B \in \mathcal{D}$ and $B \subseteq A$, then $A \setminus B \in \mathcal{D}$,

$$
\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} \mathbb{1}_{A\setminus B}) = \mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} (\mathbb{1}_A - \mathbb{1}_B))
= \mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} \mathbb{1}_A) - \mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} \mathbb{1}_B)
= \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \mathbb{1}_A) - \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \mathbb{1}_B)
= \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) (\mathbb{1}_A - \mathbb{1}_B))
= \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \mathbb{1}_{A\setminus B}).
$$

Suppose that $A_1, A_2 \ldots$ is a sequence of sets in $\mathcal{D}$, and $A_n \subseteq A_{n+1}$ for all $n \geq 1$. We construct a new pairwise disjoint sequence as follows,

$$
B_1 = A_1,
B_2 = A_2 \setminus A_1,
\vdots
B_n = A_n \setminus A_{n-1}.
$$

Then $(B_n)_{n \geq 1} \in \mathcal{D}$ and $\bigcup_{n=1}^{\infty} A_n = \bigcup_{n=1}^{\infty} B_n$.

$$
\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} \mathbb{1}_{\bigcup_{n=1}^{\infty} A_n}) = \mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} \mathbb{1}_{\bigcup_{n=1}^{\infty} B_n})
= \mathbb{E}\left(\mathbb{1}_{\{X_t+s \in \Gamma\}} \sum_{n=1}^{\infty} \mathbb{1}_{B_n}\right)
= \sum_{n=1}^{\infty} \mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} \mathbb{1}_{B_n})
= \sum_{n=1}^{\infty} \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \mathbb{1}_{B_n})
= \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \sum_{n=1}^{\infty} \mathbb{1}_{B_n})
= \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \mathbb{1}_{\bigcup_{n=1}^{\infty} B_n})
= \mathbb{E}(\mathbb{E}(\mathbb{1}_{\{X_t+s \in \Gamma\}} | X_t) \mathbb{1}_{\bigcup_{n=1}^{\infty} A_n}).
$$

Thus $\bigcup_{n=1}^{\infty} A_n \in \mathcal{D}$. $\mathcal{D}$ is a $\lambda$-system.
We define
\[ \mathcal{G} = \{ A = \{ X_{t_n} = x_n, X_{t_{n-1}} = x_{n-1}, \ldots, X_0 = x_0; \pi \} \mid x_i \in E, i = 0, 1, \ldots, n \in \mathbb{N} \} . \]

For any \( A, B \in \mathcal{G} \), \( A \cap B \subseteq A \in \mathcal{G} \). The set \( \mathcal{G} \) is closed under finite intersections. Thus \( \mathcal{G} \) is a \( \pi \)-system. Since the statement \((ii)\) holds true, it follows that for every \( A \in \sigma (X_{t_n}, X_{t_{n-1}}, \ldots, X_0; \pi) \), \( \pi \in \Pi_t \),
\[
\mathbb{E} \left( \mathbb{E} \left( 1_{\{X_{t_{n+1}} \in \Gamma\}} \mid \sigma (X_{t_n}) \right) 1_A \right) = \mathbb{E} \left( \mathbb{E} \left( 1_{\{X_{t_{n+1}} \in \Gamma\}} \mid \sigma (X_{t_n}, X_{t_{n-1}}, \ldots, X_0; \pi) \right) 1_A \right).
\]

Note that any element in \( \mathcal{G} \) is also in \( \mathcal{F}_t^X \). Thus, \( \mathcal{G} \subseteq \mathcal{D} \). By Lemma 2.2.1, \( \sigma (\mathcal{G}) \subseteq \mathcal{D} \). Moreover, \( \sigma (\mathcal{G}) = \mathcal{F}_t^X \). Hence, \( \mathcal{F}_t^X = \mathcal{F}_t^X \subseteq \mathcal{D} \). Together with \( \mathcal{D} \subseteq \mathcal{F}_t^X \), we conclude that \( D = \mathcal{F}_t^X \). Equation (2.6) holds for any \( A \in \mathcal{F}_t^X \). Thus \((ii)\) holds true, and this concludes the proof.

\[ \square \]

### 2.3 Main Problems

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete underlying probability space. Throughout the thesis, we fix a positive integer \( m \), and a finite time horizon \( T > 0 \). Let \( \mathcal{M} = \{1, 2, \ldots, m\} \). We consider a collection of finite sets \( E_i, i = 1, 2, \ldots, m \). Next, let \( E = E_1 \times E_2 \times \cdots \times E_m \) be the Cartesian product. The elements of \( E \) are denoted by \( z = (z^1, \ldots, z^m) \). We define a set
\[
\mathcal{H} (z^i) = \left\{ (z^1, \ldots, z^{i-1}, z^i, z^{i+1}, \ldots, z^m) \mid z^j \in E_j, j = 1, 2, \ldots, m, j \neq i \right\} .
\]

We consider a continuous time multivariate Markov chain \( X = (X^1, \ldots, X^m) \) defined on \((\Omega, \mathcal{F}, \mathbb{P})\) taking values in \( E \). Thus, we have that for any \( t, u \geq 0 \) and for every \( \Gamma \subset E \) it holds
\[
\mathbb{P} (X_{t+u} \in \Gamma \mid \mathcal{F}_t^X) = \mathbb{P} (X_{t+u} \in \Gamma \mid X_t) .
\] (2.7)
Equivalently, as shown in Proposition 2.2.1, the Markov property (2.7) can be written as

\[ P \left( X_{t_{n+1}} = x_{n+1} \mid X_{t_n} = x_n, X_{t_{n-1}} = x_{n-1}, \ldots, X_0 = x_0 \right) = \mathbb{P} \left( X_{t_{n+1}} = x_{n+1} \mid X_{t_n} = x_n \right), \]

for every \( n \in \mathbb{N} \), \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq t_{n+1} \) and \( x_j \in E, j = 0, 1, \ldots, n+1 \), and whenever the conditional probabilities on the both sides are well-defined.

The initial distribution \( \mu^X \) is the probability distribution of \( X \) at time 0. Formally, \( \mu^X \) is a function mapping a subset of \( E \) into an interval \([0, 1]\),

\[ \mu^X(\Gamma) := \mathbb{P}(X_0 \in \Gamma) \geq 0, \quad \Gamma \subset E, \]

Alternatively, we can think of \( \mu^X \) as a vector whose entry is \( \mu^X(z) = \mathbb{P}(X_0 = z) \), \( z \in E \), such that

\[ \sum_{z \in E} \mu^X(z) = 1. \]

We denote by \( P_{t,s} = \left[ P_{t,s}^{x,x'} \right]_{x,x' \in E} \), \( 0 \leq t \leq s \leq T \), the transition matrix function of \( X \), whose entry is

\[ P_{t,s}^{x,x'} = \mathbb{P}(X_s = x' \mid X_t = x). \]

We assume that for each \( t \in [0, T) \) the following limit exists outside of a set of Lebesgue zero,

\[ \Lambda_t := \lim_{h \downarrow 0} \frac{P_{t,t+h} - I_{|E| \times |E|}}{h}, \quad (2.8) \]

where \( I_{|E| \times |E|} \) is the identity matrix of dimension \(|E|\)-by-\(|E|\), with \(|E|\) the cardinality of set \( E \). On the set of Lebesgue zero we take \( \Lambda_t = 0 \). Followed by (2.8), for all \( x, x' \in E \), the entry \( \lambda_{t,x,x'} \geq 0 \) for \( x \neq x' \), \( \lambda_{t,x,x} \leq 0 \), and

\[ \sum_{x' \in E} \lambda_{t,x,x'} = 0, \quad x \in E. \]
The matrix function $\Lambda_t := \left[ \lambda_{x,x'}^t \right]$, $t \in [0, T)$, defined in (2.8) is called the infinitesimal generator function of $X$. We will also postulate measurability and some mild integrable properties about the function $\Lambda_t$, $t \in [0, T)$. Namely, each entry $\lambda_{x,x'}^t$ is integrable on $t \in [0, T)$. Then the first derivatives of $P_{t,s}$ with respect to $t$ and with respect to $s$ exist. Moreover, the Kolmogorov forward equations and the Kolmogorov backward equations are satisfied, particularly, in matrix notation,

$$\frac{\partial}{\partial s} P_{t,s} = P_{t,s} \Lambda_s, \quad P_{t,t} = I_{|E| \times |E|},$$

and

$$\frac{\partial}{\partial t} P_{t,s} = -\Lambda_t P_{t,s}, \quad P_{s,s} = I_{|E| \times |E|}.$$

Or, equivalently, in the integral form,

$$P_{t,s} = I + \int_t^s P_{t,u} \Lambda_u du$$

(2.9)

$$= I + \sum_{n=1}^{\infty} \int_t^s \int_t^{u_1} \cdots \int_t^{u_{n-1}} \Lambda_{u_1} \cdots \Lambda_{u_n} du_n \cdots du_2 du_1,$$

(2.10)

and

$$P_{t,s} = I + \int_t^s \Lambda_u P_{u,s} du$$

(2.11)

$$= I + \sum_{n=1}^{\infty} \int_t^s \int_t^{u_1} \cdots \int_t^{u_{n-1}} \Lambda_{u_1} \cdots \Lambda_{u_n} du_n \cdots du_2 du_1,$$

(2.12)

Equations (2.10) and (2.12) can be obtained by [RSST98, Lemma 8.4.1 and Theorem 8.4.4] or by Peano-Baker series. It follows from Equations (2.9) and (2.11) there is one-to-one relation between the matrix function $(\Lambda_u, u \geq 0)$ and the transition matrix function $(P_{t,s}, 0 \leq t \leq s)$ of $X$. It is well known (cf. [RSST98, Section 8.4.2 and Theorem 8.4.5]) that one can construct an inhomogeneous Markov process with the state space $E$ from the matrix function $(\Lambda_t, t \geq 0)$ and the given initial distribution $\mu^X$. That is, the process $X = (X_t, t \geq 0)$ is characterized by the initial distribution $\mu^X$ and the infinitesimal generator function $(\Lambda_t, t \geq 0)$. The proof of existence can be
found in [Kos80, Chapter 2.1 and Chapter 7.1], and the uniqueness follows from the Picard-Lindelöf theorem.

Let \( \gamma \) be a function, \( \gamma : E \to E' \), where \( E' \) is some set. One important mathematical question is to find under which conditions imposed on function \( \gamma \) such that the process \( (\gamma(X_t), t \geq 0) \) is a Markov process. Such function \( \gamma \) is called a Markov function.

**Remark 2.3.1.** The above question is more generally posed with respect to a Markov process \( X \) with values and a measurable space \((Z, \mathcal{Z})\) and a measurable function \( \gamma : (Z, \mathcal{Z}) \to (Z', \mathcal{Z}') \).

This thesis is devoted to the case when \( \gamma \) is a coordinate projection. In particular, \( \gamma(x) = \phi^i(x) := x^i \) for some \( i \in \{1, 2, \ldots, m\} \). The major goal of our research is to establish structural conditions such that the laws of its coordinates \( X^i \)'s agree with prescribed marginal laws, and \( X^i \) is a Markov chain with respect to its own natural filtration \( \mathbb{F}^{X^i} \). Formally, this can be stated as follows.

We want to find algebraic conditions on \((\Lambda_u, u \geq 0) \) (or, equivalently, conditions on \((P_{t,s}, 0 \leq t \leq s))\), and conditions on \( \mu^X \), such that each component \( X^i \) of \( X \) is a Markov chain in its own filtration \( \mathbb{F}^{X^i} \), but not a Markov chain in the filtration \( \mathbb{F}^X \). Moreover, we want to apply it to developing a new framework to study systemic risk.

### 2.4 Markovian Consistency

If the components of a multivariate Markov chain are Markovian, then we can analyze both the process \( X \) and its components \( X^i \) by the well-developed Markov machinery.

As mentioned earlier, we are interested in the case when each component
$X^i$ of $X$ is Markovian in its own filtration, but not the filtration $\mathbb{F}^X$. In [BJN13] Example 3.1 they show that both components of $X = (X^1, X^2)$ are Markovian in their own filtrations, as well as in the filtration $\mathbb{F}^X$. Whereas in [BJN13] Example 3.2 its components are Markovian in their own filtrations, but not in the filtration $\mathbb{F}^X$. [BJN13] Example 3.3 gives a case when $X^2$ is not Markovian neither in the filtration $\mathbb{F}^{X^2}$ or in the filtration $\mathbb{F}^X$.

The analysis of the situations described in these examples quoted above leads to two notions of Markovian consistency (cf. Bielecki et al. [BJN12] and Bielecki et al. [BJN13]). We state the following two definitions in the context of our Markov chain $X$.

**Definition 2.4.1** (Strong Markovian consistency). A multivariate Markov chain $X$ is strongly Markovian consistent relative to the component $X^i$ if

\[
P\left( X^i_s \in \Gamma^i \mid \mathcal{F}_t^X \right) = P\left( X^i_s \in \Gamma^i \mid X^i_t \right),
\]

(2.13)

for every $\Gamma^i \subset E_i$, $0 \leq t \leq s < \infty$. Equivalently,

\[
P\left( X^i_s \in \Gamma^i \mid X_t^i \right) = P\left( X^i_s \in \Gamma^i \mid X_t^i \right), \quad \Gamma^i \subset E_i, \ 0 \leq t \leq s < \infty.
\]

If (2.13) holds for every $i \in \{1, \ldots, m\}$, then we say that $X$ satisfies strong Markovian consistency property, or that $X$ is strongly Markovian consistent.

Although next concept is weaker than strong Markovian consistency, it arises naturally and is essential.

**Definition 2.4.2** (Weak Markovian consistency). A multivariate Markov chain $X$ is weakly Markovian consistent relative to the component $X^i$ if

\[
P\left( X^i_s \in \Gamma^i \mid \mathcal{F}_t^{X^i} \right) = P\left( X^i_s \in \Gamma^i \mid X^i_t \right),
\]

(2.14)
for every $\Gamma^i \subset E_i$, $0 \leq t \leq s < \infty$. If (2.14) holds for every $i \in \{1, \ldots, m\}$, then we say that $X$ satisfies weak Markovian consistency property, or that $X$ is weakly Markovian consistent.

Clearly, strong Markovian consistency implies weak Markovian consistency. However, the converse implication is not true in general. If a multivariate Markov chain is weakly Markovian consistent, but not strongly Markovian consistent, we say that this multivariate Markov chain satisfies weak-only Markovian consistency property.

Given the above definitions and terminology, we can now state that our primary goal is to study Markov chains which are weakly Markovian consistent but not strongly Markovian consistent. Accordingly, the first reasonable research problem is to find verifiable necessary and sufficient conditions in terms of $(\Lambda_t, t \geq 0)$ and $\mu^X$ for the component $X^i$ of $X$ to be a Markov process in its own filtration, and then to classify the situations when weak Markovian consistency holds and the strong one does not hold.

In the rest of this section we collect some relevant concepts from [BJN13] to lay the foundation for our work.

**Definition 2.4.3.** For any $i = 1, 2, \ldots, m$, and $t \geq 0$ the operator $\Theta_i^t$ acting on any function $g : E \to \mathbb{R}$ is defined as

$$\Theta_i^t g(x^i) = \mathbb{E}_x \left( g(X_t) \mid X_i^t = x^i \right), \quad x^i \in E_i. \quad (2.15)$$

For any $i = 1, 2, \ldots, m$, the extension operator $\Phi^i$ acting on any function $f : E_i \to \mathbb{R}$ is defined by

$$\Phi^i f(x) = f(x^i), \quad x = (x^1, x^2, \ldots, x^m) \in E. \quad (2.16)$$

**Definition 2.4.4.** For any $i = 1, 2, \ldots, m$, the projection operator $\Upsilon^i$ acting on the
initial distribution $\mu^X$ is defined as

$$\Upsilon^i \mu^X(\Gamma) := \mathbb{P}(X_0^i \in \Gamma^i), \quad \Gamma \subset E, \ \Gamma^i \subset E_i. \quad (2.17)$$

**Remark 2.4.1.** We have two remarks.

(i) The purpose of operator $\Phi^i$ is to extend a subset of $E_i$ to the corresponding subsets of $E$. If we order the state spaces $E_i$ and $E$ in the same ordering, there is a unique representation for each $\Phi^i$, $i \in \{1, 2, \ldots, m\}$.

(ii) If we fix the same ordering of the state spaces $E_i$ and $E$ for each $\Phi^i$ and $\Theta^i$, then in our setup we have $\Theta^i_t \Phi^i = \mathbb{I}_{|E_i| \times |E|}$, $i \in \{1, 2, \ldots, m\}, \ t \geq 0$.

The operator in (2.15) can be represented by an $|E_i|$-by-$|E|$ matrix:

$$\Theta^i_t = \left[\mathbb{P}(X_t = x \mid X_t^i = x^i)\right]_{x \in E, \ x^i \in E_i}.$$  
Note that, in the above representation, for $t > 0$ and each fixed $x^i$, the sum of each row is 1.

Likewise, the operator in (2.16) can be represented by an $|E|$-by-$|E_i|$ matrix:

$$\Phi^i = \left[1_{\Gamma^i}(\phi^i(x))\right]_{x \in E, \ \Gamma^i \subset E_i},$$

where

$$1_{\Gamma^i}(\phi^i(x)) = 1_{\Gamma^i}(x^i) = \begin{cases} 1, & \text{if } x^i \in \Gamma^i, \\ 0, & \text{if } x^i \notin \Gamma^i. \end{cases}$$

**Remark 2.4.2.** Clearly, the operators $\Theta^i_t$ and $\Phi^i$ define probability kernels. Indeed, for any $x^i \in E_i$ and $\Gamma \subset E$, we have

$$\Theta^i_t 1_{\Gamma^i}(x^i) = \mathbb{P}(X_t \in \Gamma \mid X_t^i = x^i), \quad (2.18)$$
where \(1_\Gamma\) is the indicator function of the set \(\Gamma\). Similarly, for any \(x \in E\) and \(\Gamma^i \subset E_i\) we know
\[
\Phi^i 1_{\Gamma^i}(x) = \begin{cases} 
1, & \text{if } x^i \in \Gamma^i, \\
0, & \text{if } x^i \notin \Gamma^i.
\end{cases}
\]

Note that \(\Phi^i 1_{\Omega}(x) = 1\). Consider \(\Gamma_n^i \subset E_i\) and \(\Gamma_n^i \cap \Gamma_k^i = \emptyset\) for \(n \neq k\). Since \(|E_i| < \infty\), we can put \(\Gamma_n^i = \emptyset\) for \(n > |E_i|\). For a sequence of subsets \((\Gamma_n^i)_{n \geq 1}\) of pairwise disjoint sets in \(E_i\), countable additivity holds,
\[
(\Phi^i 1_{\bigcup_{n=1}^{\infty} \Gamma_n^i})(x) = \left(\Phi^i 1_{\bigcup_{|E_i|} \Gamma_n^i}\right)(x) = 1_{\bigcup_{n=1}^{\infty} \Gamma_n^i}(x^i) = \sum_{n=1}^{\infty} 1_{\Gamma_n^i}(x^i)
\]
where we use the convention that an empty sum is 0.

With the introduction of two operators \(\Theta^i_t\) and \(\Phi^i\), we connect our research problem to these two operators. Let us fix \(i\). Recall from [BJN13, Theorem 1.11] that if the component \(X^i\) of \(X\) is a Markov chain in its own filtration, the property known as weak Markovian consistency of \(X\) relative to \(X^i\), then the generator matrix function of \(X^i\), say \(\Lambda^i_t\), is given as
\[
\Lambda^i_t = \Theta^i_t \Lambda_t^i \Phi^i, \quad t \geq 0.
\]
In other words, Equation (2.19) is a necessary condition for the component \(X^i\) of \(X\) to be a Markov process in its own filtration, or, equivalently, for \(X\) to be weakly Markovian consistent with respect to \(X^i\). We are seeking verifiable sufficient conditions in terms of \((\Lambda_t, t \geq 0)\) for the component \(X^i\) of \(X\) to be a Markov process in its own filtration.

The tower property of conditional expectations implies that if \(X\) is strongly Markovian consistent with respect to \(X^i\), that is, if the component \(X^i\) is a Markov
chain in the filtration of $X$, then $X$ is weakly Markovian consistent with respect to $X^i$. So, a sufficient condition for $X$ to be strongly Markovian consistent with respect to $X^i$ is also a sufficient condition for $X$ to be weakly Markovian consistent with respect to $X^i$. Sufficient conditions for strong Markovian consistency have been formulated in an algebraic structure, and are given by so-called condition $\text{[M]}$ which can be readily verified:

**Condition (M).** We say the generator matrix function $\Lambda_t$ satisfies condition (M), if $\Lambda_t$ satisfies for every $t \geq 0$, all $i = 1, 2, \ldots, m$,

\[(M_i) \quad \sum_{y \in H(y')} \lambda_{t}^{x,y} = \sum_{y \in H(y')} \lambda_{t}^{\bar{x},y},
\]

\[x^i, y^i \in E_i, \ x^i \neq y^i, \ x^j, \bar{x}^j \in E_j, \ x^j \neq \bar{x}^j, \ j = 1, 2, \ldots, m, \ j \neq i, \quad (2.20)\]

where

\[x = (x^1, \ldots, x^i, \ldots, x^m), \ \bar{x} = (\bar{x}^1, \ldots, x^i, \ldots, \bar{x}^m), \ y = (y^1, \ldots, y^i, \ldots, y^m).\]

We now formulate our main problem regarding Markovian consistency in terms of the following two questions:

(i) Under which conditions imposed on $(\Lambda_t, t \geq 0)$, is the component $X^i$ of $X$ a Markov chain?\footnote{If this happens, then necessarily the generator function of $X^i$ is given as $\Theta_t^i \Lambda_t \Phi^i, \ t \geq 0$.}

(ii) For which $(\Lambda_t, t \geq 0)$, is the component $X^i$ of $X$ not a Markov chain in the filtration of $X$?

In other words, we look for conditions under which $X$ is weakly Markovian consistent with respect to $X^i$, but $X$ is not strongly Markovian consistent with respect
to $X^i$. Probabilistic sufficient and necessary conditions are known for both strong and weak Markovian consistency of $X$ with respect to $X^i$. So, in principle, we can answer our questions using these conditions. However, these conditions are typically impossible to verify. Thus, we look for verifiable conditions, ideally in an algebraic structure.

As said, Equation (2.19) provides a necessary condition for the weak Markovian consistency of $X$ with respect to $X^i$. In this work, we want to give conditions for $(\Lambda_t, t \geq 0)$ so that the component $X^i$ of $X$ is a Markov chain in its own filtration, but not in the filtration of $X$. Thus, in particular, we want to give structural conditions for $(\Lambda_t, t \geq 0)$ so that Equation (2.20) is not satisfied, but $X^i$ is a Markov process in its own filtration. Additionally, the matrix function $\Theta^i_t \Lambda_t \Phi^i$, $t \geq 0$, gives the infinitesimal generator of $X^i$. Needless to say, we aim at providing structural conditions for $(\Lambda_t, t \geq 0)$ that can be verified.

2.5 Conditions for Markovian Consistency

In this section, we study the conditions for Markovian consistency. We want to emphasize that any conditions for strong Markovian consistency certainly imply weak Markovian consistency. The conditions for weak Markovian consistency may or may not imply strong Markovian consistency.

2.5.1 Technical preliminaries. In view of the equation,

$$\Lambda^i_t = \Theta^i_t \Lambda_t \Phi^i, \quad i \in \{1, 2, \ldots, m\},$$

if a matrix $\Lambda_t$ is given, $\Theta^i_t \Lambda_t \Phi^i$ defines a unique matrix $\Lambda^i_t$. In the following proposition, we give one sufficient condition for $\Theta^i_t \Lambda_t \Phi^i$ to be a valid generator.

**Proposition 2.5.1.** If $(\Lambda_t, t \geq 0)$ is a valid infinitesimal generator matrix function, then the matrix $(\Theta^i_t \Lambda_t \Phi^i, t \geq 0), \quad i \in \{1, 2, \ldots, m\}$, defines a valid generator.
Proof. Let \((\Lambda_t, t \geq 0)\) be a valid infinitesimal generator matrix with dimension \(|E|\), 
\[ \Lambda_t = [\lambda_t(j, k)]_{t \in [0, \infty), \; j, k = 1, 2, \ldots, |E|}. \]
We fix \(t \geq 0\) and \(i \in \{1, 2, \ldots, m\}\). We know \(\lambda_t(j, k) \geq 0\) for \(j \neq k\), and 
\[ \sum_{k=1}^{|E|} \lambda_t(j, k) = 0, \]
\[ \lambda_t(j, j) = -\sum_{k \neq j} \lambda_t(j, k), \; j, k = 1, 2, \ldots, |E|. \]
Recall from Remark 2.4.2, the extension operator \(\Phi^i\) acting on \(1_{\Gamma^i}\) for \(\Gamma^i \subset E_i\) and 
\(x \in E\) can be represented by 
\[ \Phi^i 1_{\Gamma^i}(x) = 1_{\Gamma^i}(x^i) = \begin{cases} 
1, & \text{if } x^i \in \Gamma^i, \\
0, & \text{if } x^i \notin \Gamma^i. 
\end{cases} \]
which is an \(|E| \times |E_i|\) matrix. Thus, 
\[ (\Lambda_t \Phi^i)(j, l) = \sum_{k=1}^{|E|} \lambda_t(j, k) \Phi^i(k, l), \; j, k = 1, 2, \ldots, |E|, \; l = 1, 2, \ldots, |E_i|. \]
The matrix multiplication is the left matrix \(\Lambda_t\) multiplying its rows into the columns 
of the right matrix \(\Phi^i\). Because the entries of \(\Phi^i\) only take values in 0 or 1, the 
operation \(\Lambda_t \Phi^i\) acts by summing up the corresponding entries of each row of \(\Lambda_t\). The 
sum of each row in \(\Lambda_t \Phi^i\) is still zero, 
\[ \sum_{l=1}^{|E_i|} (\Lambda_t \Phi^i)(j, l) = \sum_{l=1}^{|E_i|} \sum_{k=1}^{|E|} \lambda_t(j, k) \Phi^i(k, l) = \sum_{k=1}^{|E|} \lambda_t(j, k) \sum_{l=1}^{|E_i|} \Phi^i(k, l) \]
\[ = \sum_{k=1}^{|E|} \lambda_t(j, k) \times 1_{|E| \times 1} = 0_{|E| \times 1}, \]
where 1 is a matrix with dimension \(|E|\)-by-1 whose all entries are 1, and 0 is a matrix 
with dimension \(|E|\)-by-1 whose all entries are 0.

In the sequel, we show that \((\Lambda_t \Phi^i)(j, l) \leq 0\) if and only if \(\Phi^i(j, l) = 1\). 
\[ (\Lambda_t \Phi^i)(j, l) = \sum_{k=1}^{|E|} \lambda_t(j, k) \Phi^i(k, l) \]
\[
\sum_{k=1}^{|E|} \lambda_t(j, k) \Phi^i(k, l) \left( \mathbb{1}_{\{k \neq j\}}(k) + \mathbb{1}_{\{k = j\}}(k) \right)
\]
\[
\sum_{k \neq j}^{|E|} \lambda_t(j, k) \Phi^i(k, l) + \sum_{k=1}^{|E|} \lambda_t(j, k) \Phi^i(j, l)
\]
\[
\sum_{k \neq j}^{|E|} \lambda_t(j, k) \Phi^i(k, l) + \left( - \sum_{k \neq j}^{|E|} \lambda_t(j, k) \right) \Phi^i(j, l)
\]
\[
\sum_{k \neq j}^{|E|} \lambda_t(j, k) \left( \Phi^i(k, l) - \Phi^i(j, l) \right)
\]
\[
\begin{align*}
\leq 0, & \quad \Phi^i(j, l) = 1, \\
\geq 0, & \quad \Phi^i(j, l) = 0.
\end{align*}
\]

If \( \Phi^i(j, l) = 1 \), then there exists at least one \( k \neq j \) such that \( \Phi^i(k, l) = 1 \) and \( (\Phi^i(k, l) - \Phi^i(j, l)) = 0 \). For the rest \( \Phi^i(k, l) = 0, k \neq j \), we have \( (\Phi^i(k, l) - \Phi^i(j, l)) < 0 \). Then \( (\Lambda_t \Phi^i)(j, l) \leq 0 \) because of \( \lambda_t(j, k) \geq 0 \). Analogically, if \( \Phi^i(j, l) = 0 \), there exists some \( k \neq j \) such that \( \Phi^i(k, l) = 1 \) and \( (\Phi^i(k, l) - \Phi^i(j, l)) = 1 \), then \( (\Lambda_t \Phi^i)(j, l) \geq 0 \). Note that since \( \Phi^i \) has only one entry with value 1 in each row, for each row of \( \Lambda_t \Phi^i \), there is only one entry being non-positive.

Because \( \Theta^i_t \) is a kernel, the operation \( \Theta^i_t (\Lambda_t \Phi^i) \) performs convex combinations of corresponding columns of \( \Lambda_t \Phi^i \),

\[
(\Theta^i_t \Lambda_t \Phi^i)(k, l) = \sum_{j=1}^{|E|} \Theta^i_t(k, j) \left( \Lambda_t \Phi^i \right)(j, l), \quad k, l = 1, 2, \ldots, |E|.
\]

Next, we show that the sum of each row of \( (\Theta^i_t \Lambda_t \Phi^i) \) is zero,

\[
\sum_{l=1}^{|E|} \Theta^i_t \Lambda_t \Phi^i)(k, l) = \sum_{l=1}^{|E|} \sum_{j=1}^{|E|} \Theta^i_t(k, j) \left( \Lambda_t \Phi^i \right)(j, l)
\]
\[
= \sum_{j=1}^{|E|} \Theta^i_t(k, j) \sum_{l=1}^{|E|} \left( \Lambda_t \Phi^i \right)(j, l)
\]
\[
= \sum_{j=1}^{|E|} \Theta^i_t(k, j) \times \mathbf{0}_{|E|} \times 1 = \mathbf{0}_{|E|} \times 1.
\]
It further implies that the diagonal term of \((\Theta^i_t \Lambda_t \Phi^i_t)\) is given by
\[
(\Theta^i_t \Lambda_t \Phi^i_t)(k,k) = - \sum_{l \neq k} (\Theta^i_t \Lambda_t \Phi^i_t)(k,l).
\]

It remains to show that \((\Theta^i_t \Lambda_t \Phi^i_t)(k,l) \geq 0\) for each \(k \neq l\). Recall that \(\Theta^i_t(k,j) \geq 0\) for all \(k,j\), and the fact that
\[
(\Lambda_t \Phi^i) (j,l) \begin{cases} 
\leq 0, & \Phi^i(j,l) = 1, \\
\geq 0, & \Phi^i(j,l) = 0.
\end{cases}
\]

If \((\Lambda_t \Phi^i)(j,l) \leq 0\), the corresponding \(\Theta^i_t(k,j) = 0\). Thus, we have for \(k \neq j\),
\[
(\Theta^i_t \Lambda_t \Phi^i_t)(k,l) = \sum_{j=1}^{|E|} \Theta^i_t(k,j) (\Lambda_t \Phi^i_t)(j,l) \geq 0.
\]

Since \(t \geq 0\) and \(i \in \{1,2,\ldots,m\}\) are arbitrary, we conclude that \((\Theta^i_t \Lambda_t \Phi^i_t, t \geq 0)\), \(i \in \{1,2,\ldots,m\}\), is a valid infinitesimal generator.

\[\square\]

**Example 2.5.1.** Assume \(E_i = \{0,1\}\), \(i = 1,2\), and \(E = E_1 \times E_2\). Consider a bivariate Markov chain \(X = (X^1, X^2)\) taking values in \(E\) with the infinitesimal generator \((\Lambda_t, t \geq 0)\) of the form,

\[
\Lambda_t = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
(0,0) & -\sum_{k=2}^4 \lambda_t(1,k) & \lambda_t(1,2) & \lambda_t(1,3) & \lambda_t(1,4) \\
(0,1) & \lambda_t(2,1) & -\sum_{k=1,3,4} \lambda_t(2,k) & \lambda_t(2,3) & \lambda_t(2,4) \\
(1,0) & \lambda_t(3,1) & \lambda_t(3,2) & -\sum_{k=1,2,4} \lambda_t(3,k) & \lambda_t(3,4) \\
(1,1) & \lambda_t(4,1) & \lambda_t(4,2) & \lambda_t(4,3) & -\sum_{k=1}^3 \lambda_t(4,k)
\end{pmatrix},
\]

where \(\lambda_t(j,k) \geq 0\), \(j \neq k\), \(j,k = 1,2,3,4\).
We fix $i = 1$ and $t \geq 0$. The extension operator $\Phi^1$ can be represented by

$$
\Phi^1 = \begin{pmatrix}
0 & 1 \\
(0,0) & 1 & 0 \\
(0,1) & 0 & 1 \\
(1,0) & 0 & 1 \\
(1,1) & 0 & 1
\end{pmatrix}.
$$

Then we have

$$
\Lambda_t \Phi^1 = \begin{pmatrix}
0 & 1 \\
(0,0) & -\lambda_t(1,3) - \lambda_t(1,4) & -\lambda_t(1,3) + \lambda_t(1,4) \\
(0,1) & -\lambda_t(2,3) - \lambda_t(2,4) & -\lambda_t(2,3) + \lambda_t(2,4) \\
(1,0) & \lambda_t(3,1) + \lambda_t(3,2) & -\lambda_t(3,1) - \lambda_t(3,2) \\
(1,1) & \lambda_t(4,1) + \lambda_t(4,2) & -\lambda_t(4,1) - \lambda_t(4,2)
\end{pmatrix}.
$$

Note that $\Theta^1_t$ is of the form,

$$
\Theta^1_t = \begin{pmatrix}
\mathbb{P} (X_t = x_t \mid X^1_t = x^1_t)_{x_t \in E, x^1_t \in E_1} = 0 \begin{pmatrix}
\theta_t(1,1) & \theta_t(1,2) & 0 & 0 \\
0 & 0 & \theta_t(2,3) & \theta_t(2,4)
\end{pmatrix}
\end{pmatrix},
$$

where $\theta_t(j,k) \geq 0$, and

$$
\theta_t(1,1) + \theta_t(1,2) = 1, \quad \theta_t(2,3) + \theta_t(2,4) = 1.
$$

Then we get

$$
\Theta^1_t \Lambda_t \Phi^1 = \begin{pmatrix}
0 & 1 \\
0 & -\theta_t(1,1)(\lambda_t(1,3) + \lambda_t(1,4)) - \theta_t(1,2)(\lambda_t(2,3) + \lambda_t(2,4)) & \theta_t(1,1)(\lambda_t(1,3) + \lambda_t(1,4)) + \theta_t(1,2)(\lambda_t(2,3) + \lambda_t(2,4)) \\
1 & \theta_t(2,3)(\lambda_t(3,1) + \lambda_t(3,2)) + \theta_t(2,4)(\lambda_t(4,1) + \lambda_t(4,2)) & -\theta_t(2,3)(\lambda_t(3,1) + \lambda_t(3,2)) - \theta_t(2,4)(\lambda_t(4,1) + \lambda_t(4,2))
\end{pmatrix}.
$$

Since $\lambda_t(j,k) \geq 0$, $j \neq k$, and $\theta_t(j,k) \geq 0$, the matrix $\Theta^1_t \Lambda_t \Phi^1, t \geq 0$ is a valid infinitesimal generator. Likewise, we can show that $\Theta^2_t \Lambda_t \Phi^2, t \geq 0$ is also a valid generator.
In view of Proposition 2.5.1 because the state space is finite, given a valid infinitesimal generator $\Lambda_t, t \geq 0$ of $X$, the matrix $\Lambda_t^i = \Theta^i_t \Lambda_t \Phi^i, t \geq 0$, is unique and defines one Markov chain in some filtration. By the Kolmogorov Existence Theorem, on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, there exists a unique in law Markov chain, say $Y^i$, generated by $\Lambda_t^i, t \geq 0$ with some initial distribution $\mu^{Y^i}$. However, we cannot that $X^i$ is generated by $\Lambda_t^i, t \geq 0$.

Since $Y^i$ is a Markov chain, the first derivative of the transition matrix function of $Y^i$ satisfies the Kolmogorov forward equation,

$$\frac{\partial}{\partial s} P_{t,s}^{Y^i} = P_{t,s}^{Y^i} \Lambda_s^i, \quad P_{t,t}^{Y^i} = I_{|E_i| \times |E_i|}.$$ 

Then we can solve for $P_{t,s}^{Y^i}$. On the other hand, we know that the transition probability of the component $X^i$ of $X$ for $0 \leq t \leq s, x^i, \hat{x}^i \in E_i$, is given by

$$\mathbb{P} \left( X_s^i = \hat{x}^i \mid X_t^i = x^i \right) = \frac{\mathbb{P} \left( X_s^i = \hat{x}^i, X_t^i = x^i \right)}{\mathbb{P} \left( X_t^i = x^i \right)} = \frac{\sum_{\hat{x} \in H(\hat{x}^i)} \sum_{x \in H(x^i)} \mathbb{P} \left( X_s = \hat{x}, X_t = x \right)}{\mathbb{P} \left( X_t^i = x^i \right)} ,$$

where $x = (x^1, \ldots, x^i, \ldots, x^m), \hat{x} = (\hat{x}^1, \ldots, \hat{x}^i, \ldots, \hat{x}^m) \in E$. The first derivative of transition matrix function of a Markov process satisfies the Chapman-Kolmogorov equation. But the fulfillment of the Chapman-Kolomogorov equation is not necessary for a process to be Markovian. An example can be found in [Ros71, Chapter III.1].

Even the transition semigroups of $Y^i$ and $X^i$ are the same, it does not conclude that $X^i$ is a Markov chain. However, if the finite-dimensional distributions of $Y^i$ and $X^i$ are identical, then we conclude that the component $X^i$ is indeed a Markov chain generated by $(\Theta^i_t \Lambda_t \Phi^i, t \geq 0)$ with initial distribution $\mu^{X^i}$,

$$\mu^{X^i} (x_0^i) := \mathbb{P} \left( X_0^i = x_0^i \right) = \sum_{x_0 \in H(x_0^i)} \mathbb{P} \left( X_0 = x_0 \right) = Y^i \mu^{X^i} (x_0) ,$$

where $x_0 = (x_0^1, \ldots, x_0^{i-1}, x_0^i, x_0^{i+1}, \ldots, x_0^m)$.
The above arguments can be substantiated by the following lemmas. The first result is a known result. The proof is to apply Dynkin’s π-λ theorem (cf. Theorem 2.2.1 on page 16) and use the similar techniques in the proof of Proposition 2.2.1 on page 19.

**Lemma 2.5.1.** Let $U$ and $V$ be two $\mathbb{Z}$-valued processes on $[0,T]$. Then $U$ and $V$ have the same distributions if and only if all of their finite-dimensional distributions agree.

**Lemma 2.5.2.** We fix $i \in \{1,2,\ldots,m\}$. Let $X^i$ and $Y^i$ be two $E_i$-valued processes on $[0,T]$. Assume that $Y^i$ is a Markov chain generated by $(\Lambda^i_t, u \geq 0)$. If $Y^i \overset{L}{=} X^i$, then $X^i$ is a Markov chain generated by $(\Lambda^i_t, u \geq 0)$.

**Proof.** In view of Lemma 2.5.1, we know that all the finite-dimensional distributions of $X^i$ and $Y^i$ are the same. For any $n \in \mathbb{N}$, any $0 \leq t_1 \leq t_2 \leq \cdots \leq t_n \leq t_{n+1}$, and $x^i_j \in E_i$, $j = 1,2,\ldots,n$, we have

$$
P(X^i_{t_{n+1}} = x^i_{n+1} \mid X^i_{t_n} = x^i_n) = \frac{P(X^i_{t_{n+1}} = x^i_{n+1}, X^i_{t_n} = x^i_n)}{P(X^i_{t_n} = x^i_n)} = \frac{P(Y^i_{t_{n+1}} = x^i_{n+1}, Y^i_{t_n} = x^i_n)}{P(Y^i_{t_n} = x^i_n)} = P(Y^i_{t_{n+1}} = x^i_{n+1} \mid Y^i_{t_n} = x^i_n) = P(Y^i_{t_n} = x^i_n, Y^i_{t_{n-1}} = x^i_{n-1}, \ldots, Y^i_{t_0} = x^i_0) = P(Y^i_{t_{n+1}} = x^i_{n+1}, X^i_{t_n} = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_{t_0} = x^i_0) = \frac{P(X^i_{t_{n+1}} = x^i_{n+1}, X^i_{t_n} = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_{t_0} = x^i_0)}{P(X^i_{t_n} = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_{t_0} = x^i_0)} = \frac{P(X^i_{t_{n+1}} = x^i_{n+1}, X^i_{t_n} = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_{t_0} = x^i_0)}{P(X^i_{t_{n+1}} = x^i_{n+1}, X^i_{t_n} = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_{t_0} = x^i_0)}.
$$

Note that the symbol $\overset{L}{=} \overset{3}{\text{means equality in law.}}$
where the fourth equality comes from the fact that $Y^i$ is Markovian. We conclude that $X^i$ is Markov,

$$
P(X^i_{n+1} = x^i_{n+1} | X^i_t = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_0 = x^i_0) 
= \mathbb{P}(X^i_{n+1} = x^i_{n+1} | X^i_t = x^i_n).
$$

Another way to verify whether $X^i$ is generated by $(\Theta^i_t \Lambda^i_t \Phi^i_t, t \geq 0)$ is by [BJN13, Theorem 1.11], which states that if the component $X^i$ of $X$ is a Markov chain, then the infinitesimal generator of $X^i$ is given by $(\Theta^i_t \Lambda^i_t \Phi^i_t, t \geq 0)$. In what follows, we study under which conditions the component $X^i$ of $X$ is a Markov chain.

In view of Proposition 2.2.1 on page 19, the Markov property of $X^i$ (with respect to its own filtration) is equivalent to the following statement: for any $n \in \mathbb{N}$, $0 \leq t_1 \leq \cdots \leq t_n \leq t_{n+1}$, $x^i_j \in E_i$, $j = 0, 1, \ldots, n + 1$, we have

$$
P(X^i_{t_{n+1}} = x^i_{n+1} | X^i_t = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_0 = x^i_0) 
= \mathbb{P}(X^i_{t_{n+1}} = x^i_{n+1} | X^i_t = x^i_n), \quad (2.21)
$$

whenever $\mathbb{P}(X^i_{t_n} = x^i_n, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_0 = x^i_0) > 0$.

From now on, in order to simplify the presentation, but without any loss of generality, we assume $E_i = K := \{0, 1, 2, \ldots, K\}$, $i = 1, 2, \ldots, m$. We denote by $\Pi_t$ a collection of all finite partitions of interval $[0, t]$, namely,

$$
\Pi_t = \{\pi_t = \{0, t_1, \ldots, t_{n-1}, t\} | 0 = t_0 < t_1 < \cdots < t_n = t, n \in \mathbb{N}\}.
$$

For $\pi_t \in \Pi_t$ with $|\pi_t| = n + 1$, we define

$$
X^i|_{\pi_t} := (X^i_{t_0}, X^i_{t_1}, \ldots, X^i_{t_{n-1}}, X^i_{t_n})
$$
and

\[ X_{\pi t}^{(i)} := (X_{t_0}^i, X_{t_1}^i, \ldots, X_{t_{n-1}}^i, X_{t_n}^i, X_{t_1}^{i+1}, \ldots, X_{t_m}^i). \]

Let \( \psi = (\psi_0, \psi_1, \ldots, \psi_n) \in \mathcal{K}^{n+1} \) and \( \hat{a} = (\hat{a}_1, \hat{a}_2, \ldots, \hat{a}_{m-1}) \in \mathcal{K}^{m-1} \). Then, we use the notation \( X_{\pi t}^{(i)} \bowtie (\psi, \hat{a}) \) for

\[ (X_{t_0}^i = \psi_0, \ldots, X_{t_{n-1}}^i = \psi_{n-1}, X_{t_n}^i = \hat{a}_1, \ldots, X_{t_{i-1}}^i = \hat{a}_{i-1}, X_{t_n}^i = \psi_n, X_{t_n}^{i+1} = \hat{a}_{i+1}, \ldots, X_{t_m}^i = \hat{a}_{m-1}). \]

Saying differently, the vector \( \psi \) is the realization of trajectory of \( X^i \) sampled according to the partition \( \pi_t \), and \( \hat{a} \) is the realization of \( X_{t_n}^i \) except for the component \( X_{t_n}^i \). Note that by countable additivity of probability measures, we have

\[ \mathbb{P}\left(X_{\pi t}^i = \psi \right) = \sum_{\hat{a} \in \mathcal{K}^{m-1}} \mathbb{P}\left(X_{\pi t}^{(i)} \bowtie (\psi, \hat{a}) \right). \]

Next, for \( n \in \mathbb{N} \) and \( a \in \mathcal{K} \) we define

\[ \Psi_n^a := \{ \psi = (\psi_0, \psi_1, \ldots, \psi_n) \in \mathcal{K}^{n+1} | \psi_n = a \}. \]

**Remark 2.5.1.** In view of (2.21), in order to have well-defined conditional probabilities, we are solely interested in the vector \( \psi \in \Psi_{\pi t}^a \) such that

\[ \mathbb{P}\left(X_{\pi t}^i = \psi \right) > 0, \]

which implies \( \mathbb{P}\left(X_{t_1,\pi t}^i = a \right) > 0. \)

**2.5.2 Necessary and Sufficient Conditions for Weak Markovian Consistency.** Recall that for any \( 0 \leq t \leq s \), \( \mathbb{P}_{t,s}^{x,y} \) is the transition probability of \( X \),

\[ \mathbb{P}_{t,s}^{x,y} = \mathbb{P}\left(X_s = y \mid X_t = x \right), \quad x, y \in \mathcal{K}^m. \]

We fix \( i \in \{1, 2, \ldots, m\} \). For any \( 0 \leq t \leq s \), any \( x \in \mathcal{K}^m \) and any \( y^i \in \mathcal{K} \), we define

\[ \mathbb{P}_{t,s}^{x,y^i} := \sum_{y \in \mathcal{H}(y^i)} \mathbb{P}\left(X_s = (y^1, \ldots, y^{i-1}, y^i, y^{i+1}, \ldots, y^m) \mid X_t = x \right) \]
\[ P \left( X^i_s = y^i | X_t = x \right), \tag{2.22} \]

where

\[ \mathcal{H}(y^i) = \{ (y^1, \ldots, y^{i-1}, y^i, y^{i+1}, \ldots, y^m) : y^j \in K, j = 1, 2, \ldots, m, j \neq i \}. \]

**Remark 2.5.2.** Note that we can represent \( P_{t,s}^{x,y} \) in the equivalent form,

\[
P_{t,s}^{x,y} = \sum_{y \in \mathcal{H}(y^i)} P \left( X_s = \left( y^1, \ldots, y^{i-1}, y^i, y^{i+1}, \ldots, y^m \right) | X_t = x \right)
= \mathbb{P} \left( \bigcup_{y \in \mathcal{H}(y^i)} \{ X_s = \left( y^1, \ldots, y^{i-1}, y^i, y^{i+1}, \ldots, y^m \} \right) | X_t = x \right)
= \mathbb{P} \left( X^i_s = y^i | X_t = x \right)
= \mathbb{E} \left( \mathbb{I}_{\{y^i\}} \left( X^i_s \right) | X_t = x \right)
= \mathbb{E} \left( \Phi^i \mathbb{I}_{\{y^i\}} \left( X_s \right) | X_t = x \right)
= P_{t,s} \Phi^i \mathbb{I}_{\{y^i\}} (x).
\]

We formally state condition \((P_i)\) as when the conditional probability \( P_{t,s}^{x,y} \) is independent of \( x \): for any \( 0 \leq t \leq s \), for any\(^4\) \( x, \bar{x} \in E, x \neq \bar{x} \) such that

\[ P_{t,s}^{x,y} = P_{t,s}^{\bar{x},y}, \quad y^i \in E_i. \]

**Condition (P).** The transition probability matrix function \( P_{t,s} \) satisfies for any \( 0 \leq t \leq s < \infty \), all \( i = 1, 2, \ldots, m \),

\[
(P_i) \quad \sum_{y \in \mathcal{H}(y^i)} P_{t,s}^{x,y} = \sum_{y \in \mathcal{H}(y^i)} P_{t,s}^{\bar{x},y},
\]

\[ x^i, y^i \in E_i, \ x^i \neq y^i, \ x^j, \bar{x}^j \in E_j, \ x^j \neq \bar{x}^j, \ j = 1, 2, \ldots, m, \ j \neq i, \tag{2.23} \]

where

\[ x = (x^1, \ldots, x^i, \ldots, x^m), \ \bar{x} = (\bar{x}^1, \ldots, x^i, \ldots, \bar{x}^m), \ y = (y^1, \ldots, y^i, \ldots, y^m). \]

\(^4\)Note that we do not consider the state \( x \in E \), if for all \( t \geq 0 \), we have \( \mathbb{P} (X_t = x) = 0. \)
Throughout the thesis, the results are formulated for the component $X^i$, $i \in \{1, 2, \ldots, m\}$. The results for the other components $X^j$, $j \neq i$, can be derived similarly.

In the next theorem, we provide a necessary and sufficient condition for the component $X^i$ of $X$ to be a Markov chain. The conditions are formulated in terms of the transition probability matrix function of $X$. In this way, we can study weak Markovian consistency through the transition probability matrix $P_{t,s}$. In particular, we can work on the structure of $P_{t,s}$.

We state a condition,

**Condition (C$i$).** For any $0 \leq t \leq s$, any $x^i_t, x^i_s \in \mathcal{K}$, any $\pi_t \in \Pi_t$, and any $\psi \in \Psi^i_{\pi_t}$, the following equality holds,

$$
\sum_{x_t \in H(x^i_t)} P_{t,s}^{x^i_t x^i_s} \Xi^i (t, x_t, \pi_t, \psi, \mu^X) = 0,
$$

(2.24)

where $x_t = (x^1_t, \ldots, x^{i-1}_t, x^i_t, x^{i+1}_t, \ldots, x^m_t)$,

$$
\Xi^i (t, x_t, \pi_t, \psi, \mu^X) := P (X|_{\pi_t}^{(i_t)} \bowtie (\psi, \hat{x}_t)) P (X^i_t = x^i_t)
$$

$$
- P (X^i_t = x^i_t, X^i_{t_{n-1}} = x^i_{n-1}, \ldots, X^i_0 = x^i_0) \times \left( \sum_{\pi'_t \in \Pi_t, \varphi \in \Psi^i_{\pi'_t}} P (X|_{\pi'_t}^{(i_t)} \bowtie (\varphi, \hat{x}'_t)) \right),
$$

and $\hat{x}_t = (x^1_t, \ldots, x^{i-1}_t, x^{i+1}_t, \ldots, x^m_t)$.

**Theorem 2.5.1.** We fix $i \in \{1, 2, \ldots, m\}$. The component $X^i$ is a Markov chain if and only if condition (C$i$) holds.

**Proof.** In view of Proposition 2.2.1, $X^i$ is Markovian if and only if for any $n \in \mathbb{N}$, $0 \leq t_1 \leq \cdots \leq t_n \leq t_{n+1}$, $x^j_j \in \mathcal{K}$, $j = 0, 1, \ldots, n + 1$, we have
\[
\mathbb{P}(X_{t_{n+1}}^i = x_{n+1}^i \mid X_{t_n}^i = x_n^i, X_{t_{n-1}}^i = x_{n-1}^i, \ldots, X_{0}^i = x_0^i)
= \mathbb{P}(X_{t_{n+1}}^i = x_{n+1}^i \mid X_{t_n}^i = x_n^i), \quad (2.25)
\]
whenever \(\mathbb{P}(X_{t_n}^i = x_n^i, X_{t_{n-1}}^i = x_{n-1}^i, \ldots, X_{0}^i = x_0^i) > 0\).

Without loss of generality, we set \(t = t_n\) and \(s = t_{n+1}\). Then for any \(x = (x_1^i, \ldots, x_i^i, x_{i+1}^i, \ldots, x_m^i)\), we have
\[
\mathbb{P}(X_s^i = x_s^i, X_t^i = x_t^i, X_{t_{n-1}}^i = x_{n-1}^i, \ldots, X_{0}^i = x_0^i)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \mathbb{P}(X_s = x_s, X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \cdots \sum_{x_0 \in \mathcal{H}(x_0^i)} \mathbb{P}(X_s = x_s \mid X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \cdots \sum_{x_0 \in \mathcal{H}(x_0^i)} \mathbb{P}(X_s = x_s \mid X_t = x_t)
\times \mathbb{P}(X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \cdots \sum_{x_0 \in \mathcal{H}(x_0^i)} \mathbb{P}(X_s = x_s \mid X_t = x_t) \mathbb{P}(X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
\times \mathbb{P}(X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \mathbb{P}(X_s = x_s \mid X_t = x_t) \mathbb{P}(X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
\times \mathbb{P}(X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \mathbb{P}(X_s = x_s \mid X_t = x_t) \mathbb{P}(X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \mathbb{P}(X_s = x_s \mid X_t = x_t, X_{t_{n-1}} = x_{n-1}, \ldots, X_{0} = x_0)
= \sum_{x_s \in \mathcal{H}(x_s^i)} \sum_{x_t \in \mathcal{H}(x_t^i)} \mathbb{P}(X^{(i)}_{s_t} \triangleright (\psi, \hat{x}_t))
= \sum_{x_t \in \mathcal{H}(x_t^i)} \mathbb{P}(X^{(i)}_{s_t} \triangleright (\psi, \hat{x}_t))
\]
where \(\pi_t \in \Pi_t, \psi = (x_0^i, x_1^i, \ldots, x_i^i) \in \Psi^{x_t^i}_{\pi_t}, \hat{x}_t = (x_1^i, \ldots, x_{i-1}^i, x_{i+1}^i, \ldots, x_m^i)\); and the fifth equality from the bottom is because \(X\) is a multivariate Markov chain.
It follows that for any $x_t = (x_t^1, \ldots, x_t^i, x_t^{i+1}, \ldots, x_t^m)$ we get
\[
P(X_s^i = x_s^i, X_t^i = x_t^i) = \sum_{x_t^i \in \Pi, \varphi \in \Psi_{x_t^i}} \mathbb{P}(X_s^i = x_s^i, X_t^i | \pi_t = \varphi)
\]
\[
= \sum_{x_t^i \in \Pi, \varphi \in \Psi_{x_t^i}} \sum_{x_t \in H(x_t^i)} \mathbb{P}_{t,s} x_t^i \mathbb{P} \left( X_s^{(i)} |\pi_t \ni (\varphi, \hat{x}_t) \right) ,
\]
where $\hat{x}_t = (x_t^1, \ldots, x_t^{i-1}, x_t^{i+1}, \ldots, x_t^m)$.

Since the conditional probabilities in both sides of (2.25) are well-defined, by reducing fractions we have
\[
\left( \sum_{x_t \in H(x_t^i)} \mathbb{P}_{t,s} x_t^i \mathbb{P} \left( X_s^{(i)} |\pi_t \ni (\psi, \hat{x}_t) \right) \right) \mathbb{P} \left( X_t^i = x_t^i \right)
\]
\[
= \mathbb{P} \left( X_t^i = x_t^i, X_{t-1}^i = x_{t-1}^i, \ldots, X_0^i = x_0^i \right) \left( \sum_{x_t \in H(x_t^i)} \sum_{x_t \in H(x_t^i)} \mathbb{P}_{t,s} x_t^i \mathbb{P} \left( X_s^{(i)} |\pi_t \ni (\varphi, \hat{x}_t) \right) \right) . \quad (2.26)
\]
Note that Equation (2.26) needs to hold for all $x^i \in \mathcal{K}$ and all $\pi_t \in \Pi_t$. Equation (2.26) is equivalent to
\[
\sum_{x_t \in H(x_t^i)} \mathbb{P}_{t,s} x_t^i \mathbb{P} \left( X_s^{(i)} |\pi_t \ni (\psi, \hat{x}_t) \right) \mathbb{P} \left( X_t^i = x_t^i \right)
\]
\[
- \mathbb{P} \left( X_t^i = x_t^i, X_{t-1}^i = x_{t-1}^i, \ldots, X_0^i = x_0^i \right) \left( \sum_{x_t \in H(x_t^i)} \mathbb{P} \left( X_s^{(i)} |\pi_t \ni (\varphi, \hat{x}_t) \right) \right) = 0.
\]
The last equality holds if and only if condition (Cf) holds. \qed
Sufficient Conditions for Condition $[C_i]$: Part I

We fix $i \in \{1, 2, \ldots, m\}$ throughout the section. In view of Theorem 2.5.1, condition $[C_i]$ is the necessary and sufficient condition for $X^i$ to be a Markov chain.

We will now provide a sufficient condition for $[C_i]$ to hold.

Condition $(C_i-I)$. For any $0 \leq t \leq s$, fixed $x_t^i, x_s^i \in \mathcal{K}$, all
\[ x_t = (x_1^i, \ldots, x_t^{i-1}, x_t^i, x_t^{i+1}, \ldots, x_t^m) \in \mathcal{K}^m, \quad \tilde{x}_t = (\tilde{x}_1^i, \ldots, \tilde{x}_t^{i-1}, \tilde{x}_t^i, \tilde{x}_t^{i+1}, \ldots, \tilde{x}_t^m) \in \mathcal{K}^m \]
with $x_t \neq \tilde{x}_t$, we have
\[ P_{x_t^i, x_s^i} = P_{\tilde{x}_t^i, x_s^i}. \]

Proposition 2.5.2. If $(C_i-I)$ is satisfied, then for any $\pi_t \in \Pi$ and any $\psi \in \Psi_{x_t^i}^{x_i}$, Equation (2.24) holds true.

Proof. In view of our assumption and Equation (2.24), we have
\[
\sum_{x_t \in \mathcal{H}(x_t^i)} P_{x_t^i, x_s^i} \Xi^i (t, x_t, \pi_t, \psi, \mu^X) \\
= P_{x_t^i, x_s^i} \left[ \sum_{x_t \in \mathcal{H}(x_t^i)} \left( P \left( X|_{\pi_t}^{(i)} \triangleright \psi (x_t, \tilde{x}_t) \right) P \left( X_t^i = x_t^i \right) \right) \right] \\
- \sum_{x_t \in \mathcal{H}(x_t^i)} \left( P \left( X_t^i = x_t^i, X_{t-n}^i = x_{t-n}^i, \ldots, X_0^i = x_0^i \right) \right) \\
\left( \sum_{\pi_t^{(i)} \in \Pi, \varphi \in \Psi_{x_t^i}^{x_i}} P \left( X|_{\pi_t^{(i)}} \triangleright \varphi (x_t, \tilde{x}_t) \right) \right) \right] \\
= P_{x_t^i, x_s^i} (I_1 - I_2).
Next, we show that $I_1 = I_2$.

\[
I_1 = \sum_{x_t \in \mathcal{H}(x^i_t)} \left( \mathbb{P}(X_t = x_t, X^i_{t-1} = x^i_{n-1}, \ldots, X^i_0 = x^i_0) \mathbb{P}(X^i_t = x^i_t) \right)
\]

\[
= \mathbb{P}(X^i_t = x^i_t) \sum_{x_t \in \mathcal{H}(x^i_t)} \mathbb{P}(X_t = x_t, X^i_{t-1} = x^i_{n-1}, \ldots, X^i_0 = x^i_0)
\]

\[
= \mathbb{P}(X^i_t = x^i_t) \mathbb{P}(X_t = x_t, X^i_{t-1} = x^i_{n-1}, \ldots, X^i_0 = x^i_0).
\]

Likewise,

\[
I_2 = \sum_{x_t \in \mathcal{H}(x^i_t)} \left( \mathbb{P}(X_t = x_t, X^i_{t-1} = x^i_{n-1}, \ldots, X^i_0 = x^i_0) \mathbb{P}(X^i_t = x^i_t) \right)
\]

\[
= \mathbb{P}(X^i_t = x^i_t) \sum_{x_t \in \mathcal{H}(x^i_t)} \mathbb{P}(X_t = x_t)
\]

\[
= \mathbb{P}(X^i_t = x^i_t) \mathbb{P}(X^i_t = x^i_t).
\]

This concludes the proof. \(\square\)

**Corollary 2.5.1.** If condition [(Ci-I)] is satisfied for all $x^i_t, x^i_s \in \mathcal{K}$, then condition [(Ci)] holds true.

**Remark 2.5.3.** We have several remarks.

(i) Under the assumptions of Corollary 2.5.1 the component $X^i$ is a Markov chain in its own filtration. Indeed, note that condition [(Ci)] is the necessary and sufficient condition for $X^i$ to be a Markov chain in its own filtration. The assumptions in Corollary 2.5.1 are sufficient to condition [(Ci)].

(ii) The assumptions in Corollary 2.5.1 is a purely algebraic condition, which is related to the structure of the transition probability matrix $(P_{t,s}, 0 \leq t \leq s)$.

(iii) Condition [(P)] is the same as condition [(Ci-I)] holding true for all $x^i_t, x^i_s \in \mathcal{K}$ and all $i \in \{1, 2, \ldots, m\}$. As we will show in Proposition 2.5.5 on page 60, condition [(P)] is equivalent to condition [(M)].
Note that condition (Ci) needs to hold for all \( x^t_i, x^s_i \in K \). It turns out though, as the following result shows, that if the component \( X_i \) admits absorbing states, say \( z \), then one only needs to verify condition (Ci) for \( x^t_i \neq z \).

**Proposition 2.5.3.** If \( z \in K \) is an absorbing state for \( X_i \), then for any \( 0 \leq t \leq s \), any \( x^t_i \in K \), any \( \pi_t \in \Pi_t \), and any \( \psi \in \Psi_{x^t_i|}^z \),

\[
\sum_{x_t \in H(x^t_i)} P^x_{t,s} \Xi(t, x_t, \pi_t, \psi, \mu^X) = 0,
\]

(2.27)

where \( x_t = (x^1_t, \ldots, x^{i-1}_t, z, x^{i+1}_t, \ldots, x^m_t) \in K^m \).

**Proof.** We consider any vector of the form \( x_t = (x^1_t, \ldots, x^{i-1}_t, z, x^{i+1}_t, \ldots, x^m_t) \). In view of the conditional probability defined in Equation (2.22), we know

\[
P^x_{t,s} = \begin{cases} 
0, & \text{if } x^s_i \neq z, \\
1, & \text{if } x^s_i = z.
\end{cases}
\]

Then condition (Ci-II) holds for fixed \( x^t_i = z \) and all \( x^s_i \). As a result of Proposition 2.5.2, we have Equation (2.27). \qed

**Sufficient Conditions for Condition (Ci)**: Part II

In view of Equation (2.24), if we have \( \Xi(t, x_t, \pi_t, \psi, \mu^X) = 0 \) for any input parameters, Equation (2.24) will hold true. In this section, we work on this condition.

Next, we state

**Condition (Ci-II).** Given \( \mu^X \), for any \( t \geq 0 \), any \( x^t_i \in K \), any \( \pi_t \in \Pi_t \), any \( \psi \in \Psi_{x^t_i|}^{x^t_i} \), and for all \( x_t = (x^1_t, \ldots, x^i_t, \ldots, x^m_t) \in K^m \), we have \( \Xi(t, x_t, \pi_t, \psi, \mu^X) = 0 \).

Note that condition (Ci-II) demands to hold not only for any \( t \geq 0 \), but also any partitions \( \pi_t \) and \( \psi \in \Psi_{x^t_i|}^{x^t_i} \). Condition (Ci-II) is a very strong condition.
Clearly, condition (C_{i-II}) implies condition (C_{i}). In this section, we provide sufficient conditions for condition (C_{i-II}) to hold.

We start by presenting equivalent statements of condition (C_{i-II}), that will be used later.

**Lemma 2.5.3.** Condition (C_{i-II}) is equivalent to each of the following conditions:

(i) For any $n \in \mathbb{N}$, $0 \leq t_1 \leq \cdots \leq t_n = t$, any $x_j^i \in \mathcal{K}$, $j = 0, 1, \ldots, n - 1$, and any $x_t \in \mathcal{K}^m$, the identity holds

$$
P (X_t = x_t, X_{t_n-1}^i = x_{n-1}^i, \ldots, X_0^i = x_0^i) P (X_t^i = x_t^i)$$

$$- P (X_t^i = x_t^i, X_{t_n-1}^i = x_{n-1}^i, \ldots, X_0^i = x_0^i) P (X_t = x_t) = 0.
\text{(2.28)}$$

(ii) For any $x_t = (x_1^i, \ldots, x_t^i, \ldots, x_n^m) \in \mathcal{K}^m$, we have the identity

$$
P (X_t = x_t | \mathcal{F}_t^{X_t}) = P (X_t = x_t | X_t^i), \quad t \geq 0.
\text{(2.29)}$$

(iii) For any $n \in \mathbb{N}$, $0 \leq t_1 \leq \cdots \leq t_n = t$, any $x_j^i \in \mathcal{K}$, $j = 0, 1, \ldots, n - 1$, and any $x_0, x_t \in \mathcal{K}^m$, the identity holds true

\[
\sum_{x_{n-1} \in \mathcal{H}(x_{n-1}^i)} \sum_{x_0 \in \mathcal{H}(x_0^i)} P (X_0 = x_0) P (X_{t_n-1} = x_{n-1}, X_{t_{n-2}}^i = x_{n-2}^i, \ldots, X_t^i = x_t | X_0 = x_0)
\]

\[
\left[ P (X_t^i = x_t^i) \mathcal{P}_{x_{n-1}, x_t}^{x_{n-1}^i, x_t^i} - P (X_t = x_t) \mathcal{P}_{x_{n-1}, t_n}^{x_{n-1}^i, x_t^i} \right] = 0.
\text{(2.30)}
\]

**Proof.** Recall that

\[
\Xi^i (t, x_t, \pi_t, \psi, \mu^X) = P (X|_{\pi_t}^{(i)} \bowtie (\psi, \hat{x}_t)) P (X_t^i = x_t^i)
\]

\[
- P (X_t^i = x_t^i, X_{t_n-1}^i = x_{n-1}^i, \ldots, X_0^i = x_0^i) \sum_{\pi_t \in \Pi, \varphi \in \Psi_{x_t^i}} P (X|_{\pi_t}^{(i)} \bowtie (\varphi, \hat{x}_t))
\],
Thus, $\hat{x}_t = (x_1^t, \ldots, x_{i-1}^t, x_{i+1}^t, \ldots, x_m^t)$.

We establish statement (i) first. We fix $n \in \mathbb{N}$, $t \geq 0$, $x_t \in K$, $\pi_t \in \Pi_t$, $\psi \in \Psi_{|\pi_t|}$. The equivalence follows from the definition of $X^{(i)}_{\pi_t} \triangleright (\psi, \hat{x}_t)$ and by finite additivity. Namely, for any $\pi_i \in \Pi_t, \psi \in \Psi_{|\pi_t|}$, each probability is non-zero, then by reducing fractions we have

$$\sum_{\pi_i \in \Pi_t, \psi \in \Psi_{|\pi_t|}} \mathbb{P} \left( X^{(i)}_{\pi_t} \triangleright (\psi, \hat{x}_t) \right) = \mathbb{P} \left( X^i_t = x^i_t, X^i_{t-1} = x^i_{t-1}, \ldots, X_0^i = x_0^i \right).$$

Thus, $\Xi^i \left( t, x_t, \pi_t, \psi, \mu^X \right) = 0$ is equivalent to

$$\mathbb{P} \left( X_t = x_t, X^i_{t-1} = x^i_{t-1}, \ldots, X_0^i = x_0^i \right) \mathbb{P} \left( X^i_t = x^i_t \right) - \mathbb{P} \left( X^i_t = x^i_t, X^i_{t-1} = x^i_{t-1}, \ldots, X_0^i = x_0^i \right) \mathbb{P} \left( X_t = x_t \right) = 0.$$

Next, we show that statement (i) and (ii) are equivalent. In view of statement (i), each probability is non-zero, then by reducing fractions we have

$$\frac{\mathbb{P} \left( X_t = x_t, X^i_{t-1} = x^i_{t-1}, \ldots, X_0^i = x_0^i \right)}{\mathbb{P} \left( X_t^i = x_t^i, X^i_{t-1} = x^i_{t-1}, \ldots, X_0^i = x_0^i \right)} = \frac{\mathbb{P} \left( X_t = x_t \right)}{\mathbb{P} \left( X_t^i = x_t^i \right)};$$

which is the same as

$$\mathbb{P} \left( X_t = x_t \mid X_t^i = x_t^i, X^i_{t-1} = x^i_{t-1}, \ldots, X_0^i = x_0^i \right) = \mathbb{P} \left( X_t = x_t \mid X_t^i = x_t^i \right).$$

Since the above holds for any $n \in \mathbb{N}$, $0 \leq t_1 \leq \cdots \leq t_n = t$, any $x_j^i \in K$, $j = 1, 2, \ldots, n - 1$, and $x_t \in K$ by Proposition 2.2.1 on page 19, we have statement (ii).

In the succeeding part, we show that statement (iii) is equivalent to statement (i). In the proof, we will use the fact that $X$ is a Markov chain. We derive the formula,

$$\mathbb{P} \left( X_0^i = x_0^i, \ldots, X^i_{t-1} = x^i_{t-1}, X_t = x_t \right)$$

$$= \sum_{x_{t-1} \in H(x_{t-1})} \cdots \sum_{x_0 \in H(x_0)} \mathbb{P} \left( X_0 = x_0, \ldots, X_{t-1} = x_{t-1}, X_t = x_t \right)$$

$$= \sum_{x_{t-1} \in H(x_{t-1})} \cdots \sum_{x_0 \in H(x_0)} \mathbb{P} \left( X_t = x_t \mid X_{t-1} = x_{t-1}, \ldots, X_0 = x_0 \right)$$
\[ \times \mathbb{P} \left( X_{t_{n-1}} = x_{n-1}, \ldots, X_0 = x_0 \right) \]

\[ = \sum_{x_{n-1} \in \mathcal{H}(x_{n-1})} \cdots \sum_{x_0 \in \mathcal{H}(x_0)} \mathbb{P} \left( X_t = x_t \mid X_{t_{n-1}} = x_{n-1} \right) \]

\[ \times \mathbb{P} \left( X_{t_{n-1}} = x_{n-1}, X_{t_{n-2}} = x_{n-2}, \ldots, X_0 = x_0 \right) \]

\[ = \sum_{x_{n-1} \in \mathcal{H}(x_{n-1})} \mathbb{P} \left( X_t = x_t \mid X_{t_{n-1}} = x_{n-1} \right) \]

\[ \times \mathbb{P} \left( X_{t_{n-1}} = x_{n-1}, X_{t_{n-2}} = x_{n-2}, \ldots, X_0 = x_0 \right), \]

where the third equality follows from \( X \) being Markovian. Note that we can always fix \( x_t = (x_t^1, \ldots, x_t^i, \ldots, x_t^m) \) in the following substitutions,

\[ \mathbb{P} \left( X^i_t = x^i_t \right) = \mathbb{P} \left( X_t = x_t \right) + \sum_{z_j^i \in \mathcal{K}, z_j^i \neq x_j^i, j=1, \ldots, m, j \neq i} \mathbb{P} \left( X_t = \left( z_j^1, \ldots, z_j^i, z_j^{i+1}, \ldots, z_j^m \right) \right), \]

and

\[ \mathbb{P} \left( X^i_0 = x^i_0, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X^i_t = x^i_t \right) \]

\[ = \mathbb{P} \left( X^i_0 = x^i_0, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X^i_t = x^i_t \right) \]

\[ + \sum_{z_j^i \in \mathcal{K}, z_j^i \neq x_j^i, j=1, \ldots, m, j \neq i} \mathbb{P} \left( X^i_0 = x^i_0, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X^i_t = \left( z_j^1, \ldots, x_j^i, z_j^{i+1}, \ldots, z_j^m \right) \right). \]

Similarly, we have

\[ \sum_{z_j^i \in \mathcal{K}, z_j^i \neq x_j^i, j=1, \ldots, m, j \neq i} \mathbb{P} \left( X^1_0 = x^1_0, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X^1_t = \left( z_j^1, \ldots, x_j^i, \ldots, z_j^m \right) \right) \]

\[ = \sum_{z_j^i \in \mathcal{K}, z_j^i \neq x_j^i, j=1, \ldots, m, j \neq i} \mathbb{P} \left( X_t = \left( z_j^1, \ldots, x_j^i, \ldots, z_j^m \right) \mid X_{t_{n-1}} = x_{n-1} \right) \]

\[ \times \mathbb{P} \left( X_{t_{n-1}} = x_{n-1}, X^i_{t_{n-2}} = x^i_{n-2}, \ldots, X^i_0 = x^i_0 \right). \]

Therefore, (2.28) is equivalent to

\[ \mathbb{P} \left( X^i_0 = x^i_0, X^i_{t_1} = x^i_1, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X_t = x_t \right) \mathbb{P} \left( X^i_t = x^i_t \right) \]
\[-\mathbb{P}(X_t = x_t) \mathbb{P}(X_0^i = x_0^i, X_t^i = x_1^i, \ldots, X_{t-1}^i = x_{t-1}^i, X_t^i = x_t^i)\]
\[= \mathbb{P}(X_0^i = x_0^i, X_t^i = x_1^i, \ldots, X_{t-1}^i = x_{t-1}^i, X_t = x_t)\]
\[\left(\mathbb{P}(X_t = x_t) + \sum_{z_t^j \in \mathcal{K}, z_t^j \neq x_t^j} \mathbb{P}(X_t = (z_t^1, \ldots, x_t^i, \ldots, z_t^m))\right)\]
\[-\mathbb{P}(X_t = x_t) \left(\mathbb{P}(X_0^i = x_0^i, \ldots, X_{t-1}^i = x_{t-1}^i, X_t = x_t)\right.\]
\[\left.\quad + \sum_{z_t^j \in \mathcal{K}, z_t^j \neq x_t^j} \mathbb{P}(X_0^i = x_0^i, \ldots, X_{t-1}^i = x_{t-1}^i, X_t = (z_t^1, \ldots, x_t^i, \ldots, z_t^m))\right)\]
\[= \sum_{x_{i-1} \in \mathcal{H}(x_{i-1})} \mathbb{P}(X_t = x_t \mid X_{t-1} = x_{i-1})\]
\[\times \mathbb{P}(X_{t-1} = x_{i-1}, X_{t-2}^i = x_{i-2}^i, \ldots, X_0^i = x_0^i)\]
\[\left(\sum_{z_t^j \in \mathcal{K}, z_t^j \neq x_t^j} \mathbb{P}(X_t = (z_t^1, \ldots, x_t^i, \ldots, z_t^m))\right)\]
\[-\mathbb{P}(X_t = x_t)\]
\[\left(\sum_{z_t^j \in \mathcal{K}, z_t^j \neq x_t^j} \sum_{x_{i-1} \in \mathcal{H}(x_{i-1})} \mathbb{P}(X_t = (z_t^1, \ldots, x_t^i, \ldots, z_t^m) \mid X_{t-1} = x_{i-1})\right.\]
\[\left.\times \mathbb{P}(X_{t-1} = x_{i-1}, X_{t-2}^i = x_{i-2}^i, \ldots, X_0^i = x_0^i)\right)\]
\[= \sum_{x_{i-1} \in \mathcal{H}(x_{i-1})} \mathbb{P}(X_{t-1} = x_{i-1}, X_{t-2}^i = x_{i-2}^i, \ldots, X_0^i = x_0^i)\]
\[\left[\sum_{z_t^j \in \mathcal{K}, z_t^j \neq x_t^j} \mathbb{P}(X_t = (z_t^1, \ldots, x_t^i, \ldots, z_t^m))\right] \times \mathbb{P}(X_t = x_t \mid X_{t-1} = x_{i-1})\]
\[ - \mathbb{P}(X_t = x_t) \sum_{z^i_j \in K, z^i_j \neq x^i_j} \mathbb{P}(X_t = (z^i_1, \ldots, x^i_t, \ldots, z^i_m) \mid X_{t_{n-1}} = x_{n-1}) \]

\[ = \sum_{x_{n-1} \in \mathcal{H}(x^i_{n-1})} \sum_{x_0 \in \mathcal{H}(x^i_0)} \mathbb{P}(X_0 = x_0) \]

\[ \mathbb{P}(X_{t_{n-1}} = x_{n-1}, X^i_{t_{n-2}} = x^i_{n-2}, \ldots, X^i_{t_1} = x^i_1 \mid X_0 = x_0) \]

\[ = \mathbb{P}(X_{t_{n-1}} = x_{n-1}, X^i_{t_{n-2}} = x^i_{n-2}, \ldots, X^i_{t_1} = x^i_1 \mid X_0 = x_0) \]

\[ \left[ \left( \sum_{z^i_j \in K, z^i_j \neq x^i_j} \mathbb{P}(X_t = (z^i_1, \ldots, x^i_t, \ldots, z^i_m)) \right) \times \mathbb{P}(X_t = x_t \mid X_{t_{n-1}} = x_{n-1}) \right] \]

\[ - \mathbb{P}(X_t = x_t) \sum_{z^i_j \in K, z^i_j \neq x^i_j} \mathbb{P}(X_t = (z^i_1, \ldots, x^i_t, \ldots, z^i_m) \mid X_{t_{n-1}} = x_{n-1}) \]

\[ = \sum_{x_{n-1} \in \mathcal{H}(x^i_{n-1})} \sum_{x_0 \in \mathcal{H}(x^i_0)} \mathbb{P}(X_0 = x_0) \]

\[ \mathbb{P}(X_{t_{n-1}} = x_{n-1}, X^i_{t_{n-2}} = x^i_{n-2}, \ldots, X^i_{t_1} = x^i_1 \mid X_0 = x_0) \]

\[ = \mathbb{P}(X_{t_{n-1}} = x_{n-1}, X^i_{t_{n-2}} = x^i_{n-2}, \ldots, X^i_{t_1} = x^i_1 \mid X_0 = x_0) \]

\[ \left[ (\mathbb{P}(X_t = x^i_t) - \mathbb{P}(X_t = x_t)) \mathbb{P}^{x^i_{n-1}, x^i_t}_{t_{n-1}, t_n} - \mathbb{P}(X_t = x_t) \left( \mathbb{P}^{x^i_{n-1}, x^i_t}_{t_{n-1}, t_n} - \mathbb{P}^{x_{n-1}, x_t}_{t_{n-1}, t_n} \right) \right] \]

We have statement (iii).

**Remark 2.5.4.** Identity (2.29) is exactly the same as our assumption (1.1) motivated by [BJN13, Theorem 1.6 and Theorem 1.11], and the same assumption appeared in [RP81]. In Section 3.4, we will discuss identity (2.29) in more details.

Next, we give one sufficient condition for condition (C6-II) with any initial distribution \( \mu^X \).

**Proposition 2.5.4.** We fix \( i \in \{1, 2, \ldots, m\} \). If the component \( X^i \) is independent of
the component \(X^j, j \neq i, j = 1, 2, \ldots, m\), then for any \(t \geq 0\) the identity holds,

\[
\mathbb{P} \left( X_t = x \mid \mathcal{F}_t^{X^i} \right) = \mathbb{P} \left( X_t = x \mid X^i_t \right),
\]

(2.31)

where \(x = (x^1, \ldots, x^i, \ldots, x^m) \in \mathcal{K}^m\).

\section*{Proof.}
Recall \(\mathcal{M} = \{1, 2, \ldots, m\}\). In view of the assumption, we have that

\[
\mathbb{P} \left( X_t = (x^1, \ldots, x^i, \ldots, x^m) \mid X^i_t \right) \\
= \mathbb{P} \left( X^i_t = x^i \right) \mathbb{P} \left( X^j_t = x^j, j = 1, 2, \ldots, m, j \neq i \right) \\
= \mathbb{P} \left( X^i_t = x^i \right) \mathbb{E} \left( \mathbf{1}_{\{x^i\}} (X^i_t) \mid X^i_t \right) \\
= \mathbb{E} \left( \mathbf{1}_{\{x^i\}} (X^i_t) \mathbb{E} \left( \mathbf{1}_{\{x^i\}} (X^i_t) \mid X^i_t \right) \right) \\
= \mathbb{P} \left( X_t = (x^1, \ldots, x^i, \ldots, x^m) \mid \mathcal{F}_t^{X^i} \right),
\]

where the first equality results from the independence of components.

In what follows we will establish another sufficient condition to condition \(\text{C}^\Pi\) in terms of the existence of the initial distribution \(\mu^X\) and the algebraic structure of the semigroup \((\mathbf{P}_{t,s}, 0 \leq t \leq s)\) of \(X\).

\section*{Lemma 2.5.4.}
For any \(0 \leq t \leq s\), the transition probability of the component \(X^i\) is given by

\[
\mathbf{P}^i_{t,s} (x^i, \hat{x}^i) := \Theta_i \mathbf{P}_{t,s} \Phi^i \mathbf{1}_{\{x^i\}} (x^i), \quad x^i, \hat{x}^i \in \mathcal{K}.
\]

\section*{Proof.}
Note that

\[
\sum_{\hat{x}^i} \mathbf{P}_{t,s}^{x,\hat{x}} = \sum_{\hat{x}^i} \mathbb{P} \left( X_s = \hat{x} \mid X_t = x \right) \\
= \mathbb{P} \left( \bigcup_{\hat{x}^i \in \mathcal{H}(\hat{x}^i)} \{X_s = (\hat{x}^1, \ldots, \hat{x}^{i-1}, \hat{x}^i, \hat{x}^{i+1} \ldots \hat{x}^m) \} \mid X_t = x \right)
\]
\[ \begin{align*}
&= \mathbb{P}(X^i_t = \hat{x}^i \mid X_t = x) \\
&= \mathbb{E}(\mathbb{1}_{\{\hat{x}^i\}}(X^i_s) \mid X_t = x) \\
&= \mathbb{E}(\Phi^i \mathbb{1}_{\{\hat{x}^i\}}(X_s) \mid X_t = x) \\
&= \mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x),
\end{align*} \]

where \( \hat{x} = (\hat{x}^1, \ldots, \hat{x}^m) \). Let \( x = (x^1, \ldots, x^i, \ldots, x^m) \). For any \( 0 \leq t \leq s \) and any \( x^i, \hat{x}^i \in \mathcal{K} \), the transition probability of \( X^i \) is given by

\[
\mathbb{P}(X^i_s = \hat{x}^i \mid X^i_t = x^i) = \frac{\mathbb{P}(X^i_s = \hat{x}^i, X^i_t = x^i)}{\mathbb{P}(X^i_t = x^i)} \\
= \frac{\sum_{x \in \mathcal{H}(x^i)} \sum_{\hat{x} \in \mathcal{H}(\hat{x}^i)} \mathbb{P}(X_s = \hat{x}, X_t = x)}{\mathbb{P}(X^i_t = x^i)} \\
= \frac{\sum_{x \in \mathcal{H}(x^i)} \left( \sum_{\hat{x} \in \mathcal{H}(\hat{x}^i)} \mathbb{P}(X_t = x) \mathbb{P}_{t,s}^{x,\hat{x}} \right)}{\mathbb{P}(X^i_t = x^i)} \\
= \frac{\sum_{x \in \mathcal{H}(x^i)} \left( \mathbb{P}(X_t = x) \sum_{\hat{x} \in \mathcal{H}(\hat{x}^i)} \mathbb{P}_{t,s}^{x,\hat{x}} \right)}{\mathbb{P}(X^i_t = x^i)} \\
= \sum_{x \in \mathcal{H}(x^i)} \mathbb{E}(\mathbb{1}_{\{X_t = x\}} \mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x) \mid X^i_t = x^i) \\
= \mathbb{E}\left( \sum_{x \in \mathcal{H}(x^i)} \left( \mathbb{1}_{\{X_t = x\}} \mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x) \right) \mid X^i_t = x^i \right) \\
= \mathbb{E}\left( \mathbb{1}_{\{X_t = x^i\}} \mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x) \mid X^i_t = x^i \right) \\
= \mathbb{1}_{\{X_t = x^i\}} \mathbb{E}(\mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x) \mid X^i_t = x^i) \\
= \mathbb{E}(\mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x) \mid X^i_t = x^i) \\
= \Theta^i \mathbb{P}_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x^i).
\]

Since \( i \in \{1, 2, \ldots, m\} \) and \( x^i, \hat{x}^i \in \mathcal{K} \) are arbitrary, we conclude that for any \( 0 \leq t \leq s \)
and any \( x^i, \hat{x}^i \in \mathcal{K} \),

\[
P \left( X^i_s = \hat{x}^i \mid X^i_t = x^i \right) = \Theta^i_s \mathbf{P}_{t,s} \Phi^i \mathbf{1}_{\{\hat{x}^i\}} (x^i).
\]

\[ \square \]

Note that we do not know if \((\mathbf{P}^i_{t,s}, 0 \leq t \leq s)\) is a semigroup or not. Next, we establish conditions for \((\mathbf{P}^i_{t,s}, 0 \leq t \leq s)\) to be a semigroup.

We define \( \hat{\Lambda}^i_u := \Theta^i_u \Lambda_u \Phi^i, \ u \geq 0 \). It follows from Proposition \[2.5.1\] on page \[31\] that \((\hat{\Lambda}^i_u, u \geq 0)\) is a valid generator, which generates some Markov chain \( Y^i \). We denote by \( \mathbf{P}^i_{t,s}, 0 \leq t \leq s \), the transition semigroup of \( Y^i \). We know that \( \mathbf{P}^i_{t,s} \) satisfies the Kolmogorov forward equation,

\[
\frac{\partial}{\partial s} \mathbf{P}^i_{t,s} = \mathbf{P}^i_{t,s} \hat{\Lambda}^i_s = \mathbf{P}^i_{t,s} \Theta^i_s \Lambda_s \Phi^i, \quad (2.32)
\]

\[
\mathbf{P}^i_{t,t} = \mathbf{I}_{| \mathcal{K} | \times | \mathcal{K} |}.
\]

**Lemma 2.5.5.** Let \((\hat{\mathbf{P}}^i_{t,s}, 0 \leq t \leq s)\) be the transition semigroup of \( \hat{\Lambda}^i_u := \Theta^i_u \Lambda_u \Phi^i, \ u \geq 0 \). If for any \( 0 \leq t \leq s \) it holds that

\[
\Theta^i_t \mathbf{P}_{t,s} = \hat{\mathbf{P}}^i_{t,s} \Theta^i_s, \quad (2.33)
\]

then we have

(i) \( \mathbf{P}^i_{t,s} = \hat{\mathbf{P}}^i_{t,s} \),

(ii) \( \mathbf{P}^i_{t,s} \) is a semigroup.

**Proof.** We first prove (i). In view of Lemma \[2.5.4\], since differentiation and expectation are linear, for any \( x^i, \hat{x}^i \in \mathcal{K} \) the first derivative of \( \mathbf{P}^i_{t,s} \) with respect to \( s \) is given by

\[
\frac{\partial}{\partial s} \mathbf{P}^i_{t,s} (x^i, \hat{x}^i) = \frac{\partial}{\partial s} \left( \Theta^i_t \mathbf{P}_{t,s} \Phi^i \mathbf{1}_{\{\hat{x}^i\}} \right) (x^i).
\]
\[= \Theta^i_t \frac{\partial}{\partial s} P^i_{t,s} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x^i)\]
\[= \Theta^i_t P^i_{t,s} \Lambda_s \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x^i),\]

where the last equality comes from the fact that the transition semigroup \( P_{t,s} \) satisfies the Kolmogorov forward equation,

\[\frac{\partial}{\partial s} P_{t,s} = P_{t,s} \Lambda_s, \quad P_{t,t} = I_{|K| \times |K|}.\]

Moreover, the initial value of \( P^i_{t,t} \) follows from the definition,

\[P^i_{t,t}(x^i, \hat{x}^i) := \Theta^i_t P^i_{t,t} \Phi^i \mathbb{1}_{\{\hat{x}^i\}}(x^i) = \begin{cases} 1, & x^i = \hat{x}^i, \\ 0, & x^i \neq \hat{x}^i. \end{cases}\]

Since the transition probability \( P^i_{t,s}(x^i, \hat{x}^i) \) and the first derivative of \( P^i_{t,s}(x^i, \hat{x}^i) \) with respect to \( s \) are defined for all \( x^i, \hat{x}^i \in K \), we represent the transition probability by

\[P^i_{t,s} = \Theta^i_t P^i_{t,s} \Phi^i,\]

and the first derivative of \( P^i_{t,s} \) with respect to \( s \) by

\[\frac{\partial}{\partial s} P^i_{t,s} = \Theta^i_t P^i_{t,s} \Lambda_s \Phi^i,\]

with

\[P^i_{t,t} = \Theta^i_t P^i_{t,t} \Phi^i = I_{|K| \times |K|}.\]

If \( (2.33) \) holds true, then together with Equation \( (2.32) \) we have

\[\frac{\partial}{\partial s} P^i_{t,s} = \Theta^i_t P^i_{t,s} \Lambda_s \Phi^i = \hat{P}^i_{t,s} \Theta^i_s \Lambda_s \Phi^i = \frac{\partial}{\partial s} \hat{P}^i_{t,s},\]

and

\[P^i_{t,t} = I_{|K| \times |K|} = \hat{P}^i_{t,t}.\]

Thus, for any \( 0 \leq t \leq s \) the first order of \( P^i_{t,s} \) and \( \hat{P}^i_{t,s} \) with respect to \( s \) are the same, and \( P^i_{t,s} \) and \( \hat{P}^i_{t,s} \) have the same initial condition. We conclude that \( P^i_{t,s} = \hat{P}^i_{t,s} \).
Next, we prove \((ii)\). Recall that we have for any \(t \geq 0\), \(\Theta^i_t \Phi^i = I\), where \(I\) is the identity kernel on \(K\). Let \(0 \leq u \leq t \leq s\).

\[
P^i_{u,t}P^i_{t,s} = (\Theta^i_u P^i_{u,t} \Phi^i) (\Theta^i_t P^i_{t,s} \Phi^i)
\]

\[
= \hat{P}^i_{u,t} \Theta^i_u \Phi^i \hat{P}^i_{t,s} \Theta^i_t \Phi^i
\]

\[
= \hat{P}^i_{u,t} I_{|K| \times |K|} \hat{P}^i_{t,s} \Theta^i_s \Phi^i
\]

\[
= \hat{P}^i_{u,t} \Theta^i_s \Phi^i
\]

\[
= \Theta^i_u P^i_{u,s} \Phi^i
\]

\[
=: P^i_{u,s},
\]

where the second equality follows from assumption \((ii)\); the third equality is from assumption \((i)\); the fifth equality is because \(\hat{P}^i_{t,s}\) is a semigroup; the sixth equality comes from assumption \((ii)\). We conclude that \(P^i_{t,s}\) is a semigroup.

\[\square\]

**Remark 2.5.5.** In fact, we have (2.33) if and only if \(P^i_{t,s} = \hat{P}^i_{t,s}\).

In the next theorem, we provide sufficient conditions to condition [Ci-II]

**Theorem 2.5.2.** Assume that \(X\) is generated by infinitesimal generator matrix function \((\Lambda_u, u \geq 0)\) with the corresponding semigroup \((P^i_{t,s}, 0 \leq t \leq s)\). If there exists an initial distribution \(\mu^X\) such that the semigroup \(\hat{P}^i_{t,s}\) of \((\Theta^i_u \Lambda u \Phi^i, u \geq 0)\) satisfies the identity

\[
\Theta^i_t P^i_{t,s} = \hat{P}^i_{t,s} \Theta^i_s, \quad 0 \leq t \leq s,
\]

(2.35)

then condition [Ci-II] holds.

**Proof.** By Proposition 2.5.1 \((\Theta^i_u \Lambda u \Phi^i, u \geq 0)\) is a valid generator, thus \(\hat{P}^i_{t,s}\) is a semigroup. In view of Lemma 2.5.5, we know that

\[
P^i_{t,s}(x^i, \hat{x}^i) = \hat{P}^i_{t,s}(x^i, \hat{x}^i), \quad x^i, \hat{x}^i \in K.
\]
and \( P_{t,s} \) is a semigroup.

Recall the element of \( \mathcal{K}^m \) is denoted by \( x = (x^1, \ldots, x^i, \ldots, x^m) \). Note that for any \( n \in \mathbb{N} \), \( 0 = t_0 \leq t_1 \leq t_2 \leq \cdots \leq t_n < \infty \), and \( x^i \in \mathcal{K} \), the finite-dimensional distribution of \( X^i \) is given by

\[
\mathbb{P}\left(X^i_{t_1} = x^i_1, X^i_{t_2} = x^i_2, \ldots, X^i_{t_n} = x^i_n\right) = \sum_{x_n \in \mathcal{H}(x^i_n)} \sum_{x_{n-1} \in \mathcal{H}(x^i_{n-1})} \cdots \sum_{x_1 \in \mathcal{H}(x^i_1)} \mathbb{P}\left(X^i_{t_1} = x^i_1, X_{t_2} = x_2, \ldots, X_{t_n} = x_n\right)
\]

\[
= \sum_{x_n \in \mathcal{H}(x^i_n)} \sum_{x_{n-1} \in \mathcal{H}(x^i_{n-1})} \cdots \sum_{x_0 \in \mathcal{H}(x^i_0)} \mathbb{P}\left(X^i_{t_0} = x_0\right) P_{t_0,t_1} P_{t_1,t_2} \cdots P_{t_{n-1},t_n}, \tag{2.36}
\]

and

\[
\sum_{x_n \in \mathcal{H}(x^i_n)} P_{t_{n-1},t_n} = P_{t,s} \Phi^i \mathbbm{1}_{\{x^i_n\}}(x^i_{n-1}).
\]

In the following, we verify the finite-dimensional distribution of \( X^i \) given by (2.36) is identical to the finite-dimensional distribution of \( Y^i \). Let \( f_n = \mathbbm{1}_{\{x^i_n\}}, x^i_n \in \mathcal{K} \), and \( g = \mathbbm{1}_{\{x^i_n\}}, x^i_n \in \mathcal{K}^m \). We take the entrywise product \( (\Phi^i f_n \cdot g) \). The identity \( \Theta^i \Phi^i = \mathbf{I} \) implies that

\[
\Theta^i_{t_n} \left( \Phi^i f_n \cdot g \right) = \Theta^i_{t_n} \left( \Phi^i \mathbbm{1}_{\{x^i_n\}} \cdot \mathbbm{1}_{\{x^i_n\}} \right) = \mathbb{E}\left( \Phi^i \mathbbm{1}_{\{x^i_n\}} \left( X^i_{t_n} \right) \cdot \mathbbm{1}_{\{x^i_n\}} \left( X_{t_n} \right) \mid X^i_{t_n} = x^i_n \right)
\]

\[
= \mathbb{E}\left( \mathbbm{1}_{\{x^i_n\}} \left( X^i_{t_n} \right) \cdot \mathbbm{1}_{\{x^i_n\}} \left( X_{t_n} \right) \mid X^i_{t_n} = x^i_n \right)
\]

\[
= \mathbbm{1}_{\{x^i_n\}} \mathbb{E}\left( \mathbbm{1}_{\{x^i_n\}} \left( X_{t_n} \right) \mid X^i_{t_n} = x^i_n \right)
\]

\[
= \left(f_n \cdot \Theta^i_{t_n} g \right).
\]

Then we have

\[
\Theta^i_{t_n} \left( \Phi^i f_n \cdot g \right) = \left(f_n \cdot \Theta^i_{t_n} g \right). \tag{2.37}
\]

We project (2.37) on the set \( \{Y^i_{t_{n-1}} = x^i_{n-1}\} \),

\[
\mathbb{E}\left( \mathbb{E}\left( \Phi^i \mathbbm{1}_{\{x^i_n\}} \left( X^i_{t_n} \right) \cdot \mathbbm{1}_{\{x^i_n\}} \left( X_{t_n} \right) \mid X^i_{t_n} = x^i_n \right) \mid Y^i_{t_{n-1}} = x^i_{n-1} \right)
\]
\[ = \mathbb{E} \left( \mathbb{1}_{\{X_n^i\}} \right) \mathbb{E} \left( \mathbb{1}_{\{x_n\}} (X_{t_n} \mid X_{t_n} = x_n^i) \mid Y_{t_{n-1}}^i = x_{n-1}^i \right), \]

which is equivalent to operate \( \hat{P}_{t_{n-1}, t_n}^i \) to (2.37),

\[ \hat{P}_{t_{n-1}, t_n}^i \Theta_{t_n}^i (\Phi^i f_n \cdot g) = \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g). \]

Identity (2.35) implies that

\[ \Theta_{t_{n-1}}^i P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g) = \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g). \tag{2.38} \]

We do entrywise product of \( f_{n-1} \) to both sides of (2.38),

\[ (f_{n-1} \cdot \Theta_{t_{n-1}}^i P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)) = (f_{n-1} \cdot \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g)). \]

By the same operation in (2.37), we get

\[ (f_{n-1} \cdot \Theta_{t_{n-1}}^i P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)) = \Theta_{t_{n-1}}^i (\Phi^i f_{n-1} \cdot P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)), \]

It follows that

\[ \Theta_{t_{n-1}}^i (\Phi^i f_{n-1} \cdot P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)) = \Theta_{t_{n-1}}^i (f_{n-1} \cdot \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g)). \tag{2.39} \]

Next, we do backward induction to (2.39). We operate \( \hat{P}_{t_{n-2}, t_{n-1}}^i \) to (2.39),

\[ \hat{P}_{t_{n-2}, t_{n-1}}^i \Theta_{t_{n-1}}^i (\Phi^i f_{n-1} \cdot P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)) = \hat{P}_{t_{n-2}, t_{n-1}}^i (f_{n-1} \cdot \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g)). \]

Identity (2.35) implies that

\[ \Theta_{t_{n-2}}^i P_{t_{n-2}, t_{n-1}} (\Phi^i f_{n-1} \cdot P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)) = \hat{P}_{t_{n-2}, t_{n-1}}^i (f_{n-1} \cdot \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g)). \]

Backward induction to time \( t_0 \), we have

\[ \Theta_{t_0}^i P_{t_0, t_1} (\Phi^i f_1 \cdot P_{t_1, t_2} (\Phi^i f_2 \cdot \cdots P_{t_{n-2}, t_{n-1}} (\Phi^i f_{n-1} \cdot P_{t_{n-1}, t_n} (\Phi^i f_n \cdot g)) \cdots)) \]
\[ = \hat{P}_{t_0, t_1}^i (f_1 \cdot \hat{P}_{t_1, t_2}^i (f_2 \cdot \cdots \hat{P}_{t_{n-2}, t_{n-1}}^i (f_{n-1} \cdot \hat{P}_{t_{n-1}, t_n}^i (f_n \cdot \Theta_{t_n}^i g))) \cdots)). \tag{2.40} \]
If there exists an initial distribution $\mu^X > 0$, we can obtain the initial distribution of $X^i$ by
\[
Y^i \mu^X (\Gamma) = \mathbb{P} \left( X^i_0 \in \Gamma^i \right), \quad \Gamma \subset K^m, \ \Gamma^i \subset K.
\]

Now, we do entrywise product $f_0 \cdot T^i \mu^X$ to (2.40) to make the conditional probability unconditional,
\[
( f_0 \cdot ( Y^i \mu^X \cdot \Theta^i_{t_0} P_{t_0,t_1} ( \Phi^i f_1 \cdot P_{t_1,t_2} ( \Phi^i f_2 \cdot \cdots P_{t_{n-2},t_{n-1}} ( \Phi^i f_{n-1} \cdot P_{t_{n-1},t_n} ( \Phi^i f_n \cdot g)) \cdots ))) )
\]
\[
= ( f_0 \cdot ( T^i \mu^X \cdot \tilde{P}_{t_0,t_1} ( f_1 \cdot \tilde{P}_{t_1,t_2} ( f_2 \cdot \cdots \tilde{P}_{t_{n-2},t_{n-1}} ( f_{n-1} \cdot \tilde{P}_{t_{n-1},t_n} ( f_n \cdot \Theta^i_n g)) \cdots ))) )
\]
(2.41)

With $g = 1_{\{x_n\}}$ and $f_j = 1_{\{x_j\}}, \ j = 0, 1, \ldots, n$, we have
\[
f_n \cdot \Theta^i_{t_n} g = 1_{\{x_n\}} \cdot \Theta^i_{t_n} \mathbb{1}_{x_n} (x_n) = 1_{\{x_n\}} \cdot \mathbb{E} \left( 1_{\{x_n\}} (X_{t_n}) \mid X_{t_n} = x_n^i \right)
\]
and
\[
\tilde{P}^i_{t_{n-1},t_n} ( f_n \cdot \Theta^i_{t_n} g) = \mathbb{E} \left( 1_{\{x_n\}} (Y_{t_n}^i) \cdot \mathbb{E} ( \mathbb{1}_{\{x_n\}} (X_{t_n}) \mid X_{t_n} = x_n^i \mid Y_{t_{n-1}}^i = x_{n-1}^i) \right)
\]
\[
= \mathbb{E} ( \mathbb{1}_{\{x_n\}} (X_{t_n}) \mid X_{t_n} = x_n^i) \mathbb{E} ( \mathbb{1}_{\{x_n\}} (Y_{t_n}^i) \mid Y_{t_{n-1}}^i = x_{n-1}^i)
\]
\[
= (\Theta^i_{t_n} \mathbb{1}_{\{x_n\}} (x_n^i)) \mathbb{E} ( \mathbb{1}_{\{x_n\}} (Y_{t_n}^i) \mid Y_{t_{n-1}}^i = x_{n-1}^i)
\]
where the second equality is by the independence of conditional expectation. Then (2.41) is equivalent to
\[
\mathbb{P} ( X^i_0 = x_0^i, X^i_1 = x_1^i, \ldots, X^i_{t_{n-1}} = x_{t_{n-1}}^i, X_{t_n} = x_n )
\]
\[
= \mathbb{P} ( Y^i_0 = x_0^i, Y^i_1 = x_1^i, \ldots, Y^i_{t_{n-1}} = x_{t_{n-1}}^i, Y_{t_n} = x_n^i \Theta^i_{t_n} \mathbb{1}_{\{x_n\}} (x_n^i) ) \cdot (2.42)
\]
In particular, (2.41) remains true if we replace $g$ by $\Phi^i f_n$, then we get
\[
( f_0 \cdot ( T^i \mu^X \cdot \Theta^i_{t_n} P_{t_0,t_1} ( \Phi^i f_1 \cdot P_{t_1,t_2} ( \Phi^i f_2 \cdot \cdots P_{t_{n-2},t_{n-1}} ( \Phi^i f_{n-1} \cdot P_{t_{n-1},t_n} ( \Phi^i f_n \cdot \Phi^i f_n)) \cdots ))) )
\]
\[
= ( f_0 \cdot ( T^i \mu^X \cdot \tilde{P}_{t_0,t_1} ( f_1 \cdot \tilde{P}_{t_1,t_2} ( f_2 \cdot \cdots \tilde{P}_{t_{n-2},t_{n-1}} ( f_{n-1} \cdot \tilde{P}_{t_{n-1},t_n} ( f_n \cdot \Theta^i_n \Phi^i f_n)) \cdots ))) )
\]
\[
= ( f_0 \cdot ( T^i \mu^X \cdot \tilde{P}_{t_0,t_1} ( f_1 \cdot \tilde{P}_{t_1,t_2} ( f_2 \cdot \cdots \tilde{P}_{t_{n-2},t_{n-1}} ( f_{n-1} \cdot \tilde{P}_{t_{n-1},t_n} ( f_n \cdot f_n)) \cdots ))) ),
\]
(2.43)
where the second equality comes from $\Theta^i_{t_n} \Phi^i = \mathbf{I}$. Then (2.43) is equivalent to
\[ P\left( X^i_{t_0} = x^i_0, X^i_{t_1} = x^i_1, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X^i_{t_n} = x^i_n \right) \]
\[ = P\left( Y^i_{t_0} = x^i_0, Y^i_{t_1} = x^i_1, \ldots, Y^i_{t_{n-1}} = x^i_{n-1}, Y^i_{t_n} = x^i_n \right). \quad (2.44) \]

In view of (2.42) and (2.44), we get

\[ P\left( X^i_{t_n} = x^i_n \mid X^i_{t_0} = x^i_0, X^i_{t_1} = x^i_1, \ldots, X^i_{t_{n-1}} = x^i_{n-1}, X^i_{t_n} = x^i_n \right) \]
\[ = \Theta^i_{t_n} 1_{\{x^i_n\}} \left( x^i_n \right) = P\left( X^i_{t_n} = x^i_n \mid X^i_{t_n} = x^i_n \right). \]

By Lemma 2.5.3 we conclude that condition (C_i-II) holds. \[\square\]

**Remark 2.5.6.** In view of (2.44), Lemma 2.5.1 and Lemma 2.5.2, we show that \( X^i \) and \( Y^i \) have identical finite-dimensional distributions. Since \( Y^i \) is a Markov chain generated by \( (\Theta^i_u, \Lambda_u, \Phi^i, u \geq 0) \), it is enough to conclude that \( X^i \) is a Markov chain generated by \( (\Theta^i_u, \Lambda_u, \Phi^i, u \geq 0) \) with initial distribution \( \Upsilon^i \mu X \).

**Remark 2.5.7.** Theorem 2.5.2 extends [RP81, Theorem 2] to the class of time-inhomogeneous multivariate Markov chains with coordinate projections.

### 2.5.3 Necessary and Sufficient Conditions for Strong Markovian Consistency

We want to emphasize that strong Markovian consistency implies weak Markovian consistency. Therefore, any sufficient condition for strong Markovian consistency remains a sufficient condition for weak Markovian consistency.

In this section, we will show that Proposition 2.5.2 on page 44 is a parallel result to [BJVV08][Proposition 5.1], which states that if the condition (M) holds, then \( X \) is strongly Markovian consistent, i.e., all components of \( X \) are Markovian in the filtration \( \mathbb{F}^X \). Whereas, condition (M) is represented in terms of the infinitesimal generator matrix function \( \Lambda_t \) of \( X \).

**Proposition 2.5.5.** Assume that \( X \) is generated by infinitesimal generator matrix function \( (\Lambda_u, u \geq 0) \), and \( (P_{t,s}, 0 \leq t \leq s) \) is the corresponding transition prob-
ability matrix function. Then, condition \((P_i)\) is equivalent to condition \((M_i)\), \(i \in \{1, 2, \ldots, m\}\).

Proof. Since \(P_{t,s}\) is the transition probability matrix function of \(X\), the Kolmogorov forward equation holds for every \(0 \leq t \leq s < \infty\),

\[
\frac{\partial}{\partial s} P_{t,s} = P_{t,s} \Lambda_s, \quad P_{t,t} = I_{|K^m| \times |K^m|}.
\]

Let us fix \(i \in \{1, 2, \ldots, m\}\). First, we prove that condition \((M_i)\) implies condition \((P_i)\). Assume that for any \(u \geq 0\), every \(x^i \in K\), every \(y^i \in K\), all \(x, \hat{x} \in K^m, x \neq \hat{x}\), we have \(\Lambda_{u}^{x,y^i} = \Lambda_{u}^{\hat{x},y^i}\), where \(x = (x^1, \ldots, x^i, x^i+1, \ldots, x^m)\) and \(\hat{x} = (\hat{x}^1, \ldots, x^i, \hat{x}^i+1, \ldots, \hat{x}^m)\). For any \(x, y \in K^m\), the first derivative \(\frac{\partial}{\partial s} P_{t,s}\) is given by

\[
\frac{\partial}{\partial s} P_{t,s}^{x,y} = \sum_{u \in K^m} P_{t,s}^{x,u} \Lambda_{u}^{u,y}.
\]

where \(u = (u^1, \ldots, u^i, \ldots, u^m)\). We fix \(y^j \in K\) and take \(y = (y^1, \ldots, y^i, y^i+1, \ldots, y^m)\). By summing over \(y^j \in K, j \neq i\), in both sides of (2.45), we know

\[
\sum_{y \in H(y^i)} \frac{\partial}{\partial s} P_{t,s}^{x,y} = \sum_{y \in H(y^i)} \sum_{u \in K^m} P_{t,s}^{x,u} \Lambda_{u}^{u,y}.
\]

In particular, we can take \(u = (u^1, \ldots, x^i, \ldots, u^m)\), then (2.46) is equivalent to

\[
\frac{\partial}{\partial s} P_{t,s}^{x,y^i} = \sum_{u \in K^m} P_{t,s}^{x,u} \Lambda_{u}^{u,y^i}
\]

\[
= \sum_{u^1 \in K} \cdots \sum_{x^i \in K} \cdots \sum_{u^m \in K} P_{t,s}^{x, (u^1, \ldots, x^i, \ldots, u^m)} \Lambda_{u}^{ (u^1, \ldots, x^i, \ldots, u^m), y^i}
\]

\[
= \sum_{x^i \in K} \left( \Lambda_{x^i}^{x^i, y^i} \sum_{u \in H(x^i)} P_{t,s}^{x,u} \right)
\]

\[
= \sum_{x^i \in K} \Lambda_{x^i}^{x^i, y^i} P_{t,s}^{x,u^i}
\]

\[
= \sum_{x^i \in K} \Lambda_{x^i}^{x^i, y^i} P_{t,s}^{x,u^i},
\] (2.47)
where $\hat{v} = (\hat{v}^1, \ldots, x^i, \ldots, \hat{v}^m)$. Note that the third equality follows from the assumption, $\Lambda_s^{u,y^i} = \Lambda_s^{\hat{v},y^i}$ for all $u, \hat{v} \in \mathcal{K}^m$, $u \neq \hat{v}$, so that we can move $\Lambda_s^{\hat{v},y^i}$ outside of the summation over $u \in \mathcal{H}(x^i)$. For the last equality, it remains true for $\Lambda_s^{\tilde{\hat{v}},y^i} = \Lambda_s^{x,y^i}$.

Since the transition probability matrix function $P_{t,s}$ is a kernel, the sum of each row is 1, i.e., $\sum_{y^i \in \mathcal{K}} P_{t,s}^{x,y^i} = 1$. For every $x \in \mathcal{K}^m$, we have a coupled system of $(|\mathcal{K}|-1)$ differential equations with $(|\mathcal{K}|-1)$ dependent variables $P_{t,s}^{x,y^i}$, $y^i \in \mathcal{K}$, and one independent variable $s$.

Analogically, for every $y^i \in \mathcal{K}$, all $x, \tilde{x} \in \mathcal{K}^m$, $x \neq \tilde{x}$, we have

$$
\frac{\partial}{\partial s} P_{t,s}^{\tilde{x},y^i} = \sum_{u \in \mathcal{K}^m} P_{t,s}^{\tilde{x},u} \Lambda_{t,s}^{u,y^i} \\
= \sum_{u^1 \in \mathcal{K}} \ldots \sum_{x^i \in \mathcal{K}} \ldots \sum_{u^m \in \mathcal{K}} P_{t,s}^{\tilde{x},(u^1, \ldots, x^i, \ldots, u^m)} \Lambda_{t,s}^{(u^1, \ldots, x^i, \ldots, u^m),y^i} \\
= \sum_{x^i \in \mathcal{K}} \left( \Lambda_{t,s}^{\hat{v},y^i} \sum_{u \in \mathcal{H}(x^i)} P_{t,s}^{\tilde{x},u} \right) \\
= \sum_{x^i \in \mathcal{K}} \Lambda_{t,s}^{\hat{v},y^i} P_{t,s}^{\tilde{x},u^i} \\
= \sum_{x^i \in \mathcal{K}} \Lambda_{t,s}^{x,y^i} P_{t,s}^{\tilde{x},u^i}.
$$

(2.48)

Observe that the coupled systems (2.47) and (2.48) have the same coefficients $\Lambda_{t,s}^{x,y^i}$, $x \in \mathcal{K}^m$, $y^i \in \mathcal{K}$, in each corresponding differential equation, respectively. Moreover, the initial values are identical in the corresponding differential equations. Therefore, these two coupled systems (2.47) and (2.48) have the same solution,

$$
P_{t,s}^{x,y^i} = P_{t,s}^{\tilde{x},y^i}, \quad u^i \in \mathcal{K}.
$$

Since $x^i \in \mathcal{K}$ in arbitrary, we have for all $x^i \in \mathcal{K}$, every $y^i \in \mathcal{K}$, all $x, \tilde{x} \in \mathcal{K}^m$, $x \neq \tilde{x}$, the identity holds

$$
P_{t,s}^{x,y^i} = P_{t,s}^{\tilde{x},y^i}, \quad 0 \leq t \leq s.
$$

Next, we show that condition (P) implies condition (M). Assume that for
all \( x^i \in \mathcal{K} \), every \( y^i \in \mathcal{K} \), all \( x, \tilde{x} \in \mathcal{K}^m \), \( x \neq \tilde{x} \), we have \( P_{t,s}^{x,y^i} = P_{t,s}^{\tilde{x},y^i} \), where \( x = (x^1, \ldots, x^i, x^{i+1}, \ldots, x^m) \) and \( \tilde{x} = (\tilde{x}^1, \ldots, x^i, x^{i+1}, \ldots, \tilde{x}^m) \). Since the infinitesimal generator is uniquely determined by

\[
\Lambda_x = \lim_{h \to 0} \frac{P_{t,s+h} - I_{|\mathcal{K}^m| \times |\mathcal{K}^m|}}{h}, \quad 0 \leq t \leq s. \tag{2.49}
\]

We multiply the matrix \( \Phi^i \) from the right to both sides of (2.49),

\[
\Lambda_x \Phi^i = \lim_{h \to 0} \frac{P_{t,s+h} \Phi^i - \Phi^i}{h}, \quad 0 \leq t \leq s. \tag{2.50}
\]

In view of Remark 2.5.2 on page 40, for any \( y^i \in \mathcal{K} \) and \( z \in \mathcal{K}^m \), the entry of \( P_{t,s} \Phi^i \) is exactly given by

\[
P_{t,s} \Phi^i \mathbb{1}_{\{y^i\}} (z) = \sum_{y \in \mathcal{H}(y^i)} P (X_s = y \mid X_t = z) = P^{z,y^i} \tag{2.51}
\]

In particular, (2.51) remains true for \( z = x \),

\[
P_{t,s} \Phi^i \mathbb{1}_{\{y^i\}} (x) = P^{x,y^i}.
\]

and \( z = \tilde{x}, \tilde{x} \neq x \),

\[
P_{t,s} \Phi^i \mathbb{1}_{\{y^i\}} (\tilde{x}) = P^{\tilde{x},y^i}.
\]

By assumption \( P_{t,s}^{x,y^i} = P_{t,s}^{\tilde{x},y^i} \), we know for any \( 0 \leq t \leq s \), every \( x^i, y^i \in \mathcal{K} \), and all \( x, \tilde{x} \in \mathcal{K}^m \), \( x \neq \tilde{x} \),

\[
P_{t,s} \Phi^i \mathbb{1}_{\{y^i\}} (x) = P_{t,s} \Phi^i \mathbb{1}_{\{y^i\}} (\tilde{x}). \tag{2.52}
\]

In view of Equations (2.50) and (2.52), for any \( 0 \leq t \leq s \), every \( x^i, y^i \in \mathcal{K} \), all \( x, \tilde{x} \in \mathcal{K}^m \), \( x \neq \tilde{x} \),

\[
\Lambda_x^{x,y^i} = \Lambda_x \Phi^i \mathbb{1}_{\{y^i\}} (x) = \lim_{h \to 0} \frac{P_{t,s+h} \Phi^i \mathbb{1}_{\{y^i\}} (x) - \Phi^i \mathbb{1}_{\{y^i\}} (x)}{h} = \Lambda_x^{\tilde{x},y^i}.
\]

This concludes the proof. \( \square \)
If condition \((M)\) holds, then \(X\) is strongly Markovian consistent (cf. [BJVV08, Proposition 5.1]). Next, we present the strong Markovian consistency with respect to the component \(X^i\) in terms of condition \((P_i)\)

**Corollary 2.5.2.** If condition \((P_i)\) holds, then the component \(X^i\) is a Markov chain in the filtration of \(X\).

**Proof.** Suppose that condition \((P_i)\) holds. It follows from Proposition 2.5.5, condition \((M_i)\) holds true. In view of [BJVV08, Proposition 5.1], it states if condition \((M_i)\) holds, then the component \(X^i\) is Markovian in the filtration of \(X\). The proof is complete.

In the next proposition we show that the condition in Theorem 2.5.2 is not stronger than condition \((P_i)\).

**Proposition 2.5.6.** Assume that \(X\) is generated by infinitesimal generator \((\Lambda_u, u \geq 0)\) and the corresponding semigroup is \((P_{t,s}, 0 \leq t \leq s)\). Condition \((P_i)\) (or, equivalently, condition \((M_i)\)) implies

\[
\Theta^i_t P_{t,s} = P^i_{t,s} \Theta^i_s, \quad 0 \leq t \leq s, \tag{2.53}
\]

where \(P^i_{t,s}\) is the transition function of \(X^i\).

**Proof.** Assume that condition \((P_i)\) holds true. Then \(X^i\) is a Markov chain generated by infinitesimal generator \((\Theta^i_u \Lambda_u \Phi^i, u \geq 0)\). We denote by \(P^i_{t,s}\) the transition matrix function of \(X^i\). Since \(X\) and \(X^i\) are Markov chains, \(P_{t,s}\) and \(P^i_{t,s}\) satisfy the Kolmogorov forward equation,

\[
\frac{\partial}{\partial s} P_{t,s} = P_{t,s} \Lambda_s, \quad P_{t,t} = I_{|\mathcal{K}| \times |\mathcal{K}|},
\]

and

\[
\frac{\partial}{\partial s} P^i_{t,s} = P^i_{t,s} \Theta^i_s \Lambda^i_s \Phi^i, \quad P^i_{t,t} = I_{|\mathcal{K}| \times |\mathcal{K}|}, \tag{2.54}
\]
In view of Lemma 2.5.4, we know $P^i_{t,s} = \Theta^i_{t} \Phi^i_s$. The first derivative of $P^i_{t,s}$ with respect to $s$ is given by

$$\frac{\partial}{\partial s}P^i_{t,s} = \Theta^i_{t} \frac{\partial}{\partial s}P^i_{t,s} = \Theta^i_{t} P^i_{t,s} \Lambda_s \Phi^i_s. \quad (2.55)$$

Comparing Equations (2.54) and (2.55), we conclude that for $0 \leq t \leq s$,

$$\Theta^i_{t} P^i_{t,s} = P^i_{t,s} \Theta^i_{s}. \quad \square$$

**Remark 2.5.8.** Note that in Proposition 2.5.4, the algebraic structure of the transition probability matrix function $(P^i_{t,s}, 0 \leq t \leq s)$ of $X$ is not explicitly stated. In Section 4.2 on page 116, we will define the independence of the components in terms of infinitesimal generator of $X$. Then the independence of the components also implies condition $(P)$. In [BJVV08, Proposition 5.1], it was showed that condition $(M)$, which is equivalent to condition $(P)$ (cf. Proposition 2.5.5), implies strong Markovian consistency. In the next proposition, we give conditions under which condition $(M)$ is necessary for strong Markovian consistency.

**Theorem 2.5.3.** Assume that

$$\mathbb{P}(X_t = z) > 0, \text{ d}t \text{- a.e., } z \in \mathcal{K}^m. \quad (2.56)$$

Then strong Markovian consistency implies condition $(M)$.

**Proof.** As a result of [BJN13, Theorem 1.8], the component $X^i$ of $X$ is Markovian in the filtration $\mathbb{F}^X$ if and only if

$$1_{\{X^i_t = x^i\}} \sum_{y^i \in \mathcal{H}(y^i)} \lambda^i_{t} x^i y^i = 1_{\{X^i_t = x^i\}} \lambda^i_{t} x^i y^i, \text{ d}t \otimes d\mathbb{P} \text{- a.e., } x^i, y^i \in E_i, \; x^i \neq y^i, \quad (2.57)$$
where \( x = (X_1^t, \ldots, x^t, X_{t+1}^t, \ldots X_m^t) \) and \( y = (y_1^t, \ldots, y^t, y_{t+1}^t, \ldots y^m) \) for some locally integrable function \( \lambda_t^{x^t,y^t} \).

From (2.57), we have

\[
1 \{X_i^t = x^t\} \lambda_t^{x^t,y^t} = 1 \{X_i^t = x^t\} \sum_{y \in \mathcal{H}(y^t)} \lambda_t^{x^t,y^t} \\
= 1 \{X_i^t = x^t, \cap_{j=1, \ldots, m, j \neq i} \{X_j^t = x^t\}\} \sum_{y \in \mathcal{H}(y^t)} \lambda_t^{x^t,y^t} \\
= \sum_{z \in \mathcal{H}(x^t)} 1 \{X_i^t = x^t, \cap_{j=1, \ldots, m, j \neq i} \{X_j^t = x^t\}\} \sum_{y \in \mathcal{H}(y^t)} \lambda_t^{x^t,y^t} \\
= \sum_{z \in \mathcal{H}(x^t)} 1 \{X_i^t = x^t, \ldots, X_i^t = x^t, \ldots X_m^t = x_m^t\} \sum_{y \in \mathcal{H}(y^t)} \lambda_t^{x^t,y^t},
\]

where \( z = (x_1^t, \ldots, x_i^t, \ldots, x_m^t) \).

Assumption (2.56) implies that for every \( \omega \in \{X_1^t = x_1^t, \ldots, X_i^t = x_i^t, X_{i+1}^t = x_{i+1}^t, \ldots, X_m^t = x_m^t\} \subseteq \{X_i^t = x_i^t\} \). Then we have

\[
\lambda_t^{x^t,y^t} = \sum_{y \in \mathcal{H}(y^t)} \lambda_t^{x^t,y^t}, \quad z = (x_1^t, \ldots, x_i^t, \ldots, x_m^t),
\]

which is exactly condition (M). Since \( i \) is arbitrary, condition (M) holds.

\[ \square \]

Remark 2.5.9. Note that the assumption (2.56) is closely related to the initial distribution \( \mu^X \). There are two ways in the presence of initial distribution \( \mu^X \). First, for any \( x_t = (x_1^t, \ldots, x_i^t, \ldots, x_m^t) \in \mathcal{K}^m \), any \( \pi_t \in \Pi_t \), and any \( \varphi \in \Psi_{[|\pi_t|]}^{x_i^t} \), we have

\[
P(X_t = x_t) = \sum_{\pi_t \in \Pi_t, \varphi \in \Psi_{[|\pi_t|]}^{x_i^t}} P \left( X_{[i]}^t \triangleright (\varphi, \hat{a}) \right),
\]

where \( \hat{a} = (x_1^t, \ldots, x_i^{t-1}, x_i^{t+1}, \ldots, x_m^t) \). Thus,

\[
\forall x_t \in \mathcal{K}^m, \ P(X_t = x_t) > 0
\]
\[
\iff \forall x_t \in \mathcal{K}^m, \exists \psi \in \Psi^i_{[\pi_t]} \text{ such that } \mathbb{P}(X_{[\pi_t]}^i \bowtie (\psi, \hat{a})) > 0
\]

\[
\iff \forall x_t \in \mathcal{K}^m, \exists \psi \in \Psi^i_{[\pi_t]} \text{ such that } \mathbb{P}(X^i_0 = \psi_0) > 0
\]

\[
\iff \exists \mu^X > 0.
\]

Second, for \( x_t \in \mathcal{K}^m \), there exists initial distribution \( \mu^X > 0 \) such that

\[
\mathbb{P}(X_t = x_t) = \sum_{x_0 \in \mathcal{K}^m} \mathbb{P}(X_0 = x_0) P^{x_0, x_t}_{0, t} > 0.
\]

2.5.4 Conditions for Weak-Only Markovian Consistency. In view of Theorem 2.5.3 and [BJVV08, Proposition 5.1], if for every \( t \geq 0 \) all states are accessible, then condition \([M]\) (or, equivalently, condition \([P]\)) is necessary and sufficient for strong Markovian consistency. As mentioned earlier, we are interested in when the component \( X^i, i \in \{1, 2, \ldots, m\} \), is Markovian in its own filtration, but not the filtration of \( X \). That is, \( X \) satisfies the weak-only Markovian consistency property. We close this section with one important theorem which provides criterion for weak-only Markovian consistency.

**Theorem 2.5.4.** Let \( i \in \{1, 2, \ldots, m\} \). Suppose that \( X \) is generated by \((\Lambda_u, u \geq 0)\) with initial distribution \( \mu^X \). If the following conditions are satisfied,

(i) condition \([C_i]\) holds true;

(ii) the inequality holds,

\[
\mathbb{P}(X_t = x_t) > 0, \text{ dt-a.e., } x_t \in \mathcal{K}^m;
\]

(iii) condition \([Pi]\) (or, equivalently, condition \([Mi]\)) does not hold,

then \( X^i \) is Markovian in its own natural filtration, but not Markovian in the filtration of \( X \).
Proof. Condition \( (Ci) \) gives the necessary and sufficient conditions for weak Markovian consistency with respect to the component \( X^i \). According to Theorem 2.5.3 if \((ii)\) holds, then condition \( (M) \) is necessary and sufficient for strong Markovian consistency with respect to the component \( X^i \). Therefore, if condition \( (Mi) \) (or, equivalently, condition \( (Pi) \)) does not hold, then \( X^i \) is a Markov chain in its own natural filtration, but not in the filtration \( \mathbb{F}^X \). \( \square \)

We close this section by presenting the relations between the necessary and sufficient conditions for Markovian consistency.

\[
\begin{align*}
\Theta_t^i & = \Phi_t^i \Lambda_t^i \\
\Lambda_t^i \Phi_t^i & = \Phi_t^i \Lambda_t^i \\
\end{align*}
\]

\( X^i \) Markovian in \( \mathbb{F}^X \) \( \Rightarrow \) \( X^i \) Markovian in \( \mathbb{F}^{X^i} \)

\( P (X_t = z) > 0, dt \)-a.e.

\( \land \)

\( \Theta_t^i \) Markovian \( \Leftrightarrow \) \( \Phi_t^i \)

\( \land \)

Condition \( (Mi) \)

Condition \( (Pi) \)

Condition \( (Ci-II) \)

Condition \( (Ci-I) \)

\[ \Theta_t^i \mathbb{P}_{t,s} = \mathbb{P}_{t,s}^i \Theta_s^i \]

\[ \Theta_t^i \mathbb{P}_{t,s} \Phi_t^i = \mathbb{P}_{t,s}^i \]

Figure 2.1. The Necessary and Sufficient Conditions for Markovian Consistency

2.6 Examples

We start by giving an example to Theorem 2.5.2 on page 56.
Example 2.6.1. Consider two processes $X^1, X^2$ taking values in $K = \{0, 1\}$. Let 1 be the absorbing state. Suppose that $X = (X^1, X^2)$ is a bivariate Markov chain. Assume that $P(X_0 = (0, 0)) = 1$, and the infinitesimal generator of $X$ is given by

$$
\Lambda_u = \begin{pmatrix}
(0, 0) & (0, 1) & (1, 0) & (1, 1) \\
(0, 0) & -(a_u + c_u) & a_u & 0 & c_u \\
(0, 1) & 0 & -d_u & 0 & d_u \\
(1, 0) & 0 & 0 & -f_u & f_u \\
(1, 1) & 0 & 0 & 0 & 0 \\
\end{pmatrix},
$$

(2.58)

where for any $u \geq 0$, the parameters $a_u, c_u > 0$, $d_u, f_u \geq 0$, and $a_u, c_u, d_u, f_u$ are locally integrable on $[0, T)$. For any $0 \leq t \leq s$, the transition probability matrix function of $X$ is given by

$$
P_{t,s} = [p_{t,s}(i, j)]_{i,j=1,2,3,4}
$$

$$
= \begin{pmatrix}
(0, 0) & (0, 1) & (1, 0) & (1, 1) \\
(0, 0) & e^{-\int_t^s (a_v + c_v) \, dv} & p_{t,s}(1, 2) & 0 & p_{t,s}(1, 4) \\
(0, 1) & 0 & e^{-\int_t^s d_v \, dv} & 0 & 1 - e^{-\int_t^s d_v \, dv} \\
(1, 0) & 0 & 0 & e^{-\int_t^s f_v \, dv} & 1 - e^{-\int_t^s f_v \, dv} \\
(1, 1) & 0 & 0 & 0 & 1 \\
\end{pmatrix},
$$

where

$$
p_{t,s}(1, 2) = \frac{a_t}{a_s + c_s - d_s} \left( e^{-\int_t^s d_v \, dv} - e^{-\int_t^s (a_v + c_v) \, dv} \right),
$$

$$
p_{t,s}(1, 4) = 1 - \frac{c_s - d_s}{a_s + c_s - d_s} e^{-\int_t^s (a_v + c_v) \, dv} - \frac{a_s}{a_s + c_s - d_s} e^{-\int_t^s d_v \, dv}.
$$

For any $t \geq 0$, the one-dimensional probabilities of $X$ are given by

$$
P(X_t = (0, 0)) = \sum_{z \in K^2} P(X_0 = z) P_{0,t}^{z, (0,0)} = p_{0,t}(1, 1) = e^{-\int_0^t (a_v + c_v) \, dv}
$$

$$
P(X_t = (0, 1)) = p_{0,t}(1, 2) = \frac{a_t}{a_t + c_t - d_t} \left( e^{-\int_0^t d_v \, dv} - e^{-\int_0^t (a_v + c_v) \, dv} \right)
$$

$$
P(X_t = (1, 0)) = p_{0,t}(1, 3) = 0
$$
\[ p(0,t,1) = p_0(1,1) = 1 - \frac{c_t - d_t}{a_t + c_t - d_t} e^{-\int_0^t (a_v + c_v) \, dv} - \frac{a_t}{a_t + c_t - d_t} e^{-\int_0^t d_v \, dv}, \]

and the one-dimensional probabilities of \( X_t \) are given by

\[ p(0,t,0) = p_0(1,0) + p_0(1,2) = e^{-\int_0^t (a_v + c_v) \, dv} \]

\[ p(0,t,1) = p_0(1,1) + p_0(1,2) = 1 - \frac{c_t - d_t}{a_t + c_t - d_t} e^{-\int_0^t (a_v + c_v) \, dv} - \frac{a_t}{a_t + c_t - d_t} e^{-\int_0^t d_v \, dv}. \]

Thus, the operator \( \Theta^1_t \), \( t \geq 0 \), can be represented by

\[ \Theta^1_t = \left[ p(0,t,1) \mid X_t = x_t \right] \mid x_t \in \mathcal{K} \]

\[ \theta_t = \frac{p_0(1,1)}{p_0(1,1) + p_0(1,2)} = e^{-\int_0^t (a_v + c_v) \, dv} \]

The extension operator \( \Phi^1 \) can be represented by

\[ \Phi^1 = \begin{pmatrix} 0 & 1 \\ (0,0) & (0,1) & (1,0) & (1,1) \end{pmatrix} \]

Note that \( \Theta^1_t \Phi^1 = I_{2 \times 2}, \ t \geq 0 \). Next, the condition in Theorem 2.5.2 holds

\[ \Theta^1_t P_{t,s} = \hat{P}^1_{t,s} \Theta^1_s, \ 0 \leq t \leq s, \quad (2.59) \]
where $\hat{P}_{t,s}^1 = \Theta^1_t P_{t,s} \Phi^1$. The detailed verification of (2.59) can be found in Appendix A. In view of Theorem 2.5.2, we conclude that $X^1$ is a Markov chain in its own filtration.

Now, since $P(X_t = (1,0)) = 0$, we cannot apply Theorem 2.5.4 to claim, that the structures of $(\Lambda_u, u \geq 0)$ without condition (M) being satisfied are weak-only Markovian consistent with respect to $X^1$. Instead, we verify by the definition of strong Markovian consistency. We compute for any $0 \leq t \leq s$,

\[
P(X^1_s = 1 | X_t = (0,0)) = p_{t,s}(1,4)
\]

\[
P(X^1_s = 1 | X_t = (0,1)) = p_{t,s}(2,4)
\]

\[
P(X^1_s = 1 | X_t = (0,0)) = 1
\]

where the computation of the last probability can be found in Appendix A. Furthermore, we have

\[
P(X^1_s = 1 | X_t = z) = P(X^1_s = 1 | X^1_t = 1) = 1, \quad z \in \{ (1,0), (1,1) \}.
\]

Then

\[
P(X^1_s = 1 | X_t = z) = P(X^1_s = 1 | X^1_t = 0), \quad z \in \{ (0,0), (0,1) \}, \quad (2.60)
\]

if and only if for any $0 \leq t \leq s$, $p_{t,s}(1,4) = p_{t,s}(2,4)$. If Equation (2.60) holds, by Definition 2.4.1, $X^1$ is a Markov chain in the filtration of $X$. Saying differently, if $p_{t,s}(1,4) \neq p_{t,s}(2,4)$, then $X^1$ is a Markov chain in its own filtration, but not the filtration of $X$.

**Remark 2.6.1.** Note that in (2.58) if $c_u = d_u$, $u \geq 0$, then we have for any $0 \leq t \leq s$, $p_{t,s}(1,4) = p_{t,s}(2,4)$. However, the converse implication is not true.

Note that $\Theta^1_u$ depends on $u$. Thus, the infinitesimal generator of $X^1$ is time-
inhomogeneous and given by

\[
\Lambda_u^1 = \Theta_u^1 \Lambda_u \Phi^1 = \begin{pmatrix}
0 & 1 \\
-\theta_u (c_u - d_u) - d_u + \theta_u (c_u - d_u) + d_u & 0 & 0
\end{pmatrix}, \quad u \geq 0,
\]

where

\[
\theta_u = \frac{e^{-\int_0^u (a_v + c_v) \, dv}}{a_u + c_u - d_u} e^{-\int_0^u (a_v + c_v) \, dv} + \frac{a_u}{a_u + c_u - d_u} e^{-\int_0^u d_v \, dv}.
\]

**Example 2.6.2.** Consider two processes \(X^1, X^2\) taking values in \(\{0, 1\}\). Let 1 be the absorbing state. Suppose that \(X = (X^1, X^2)\) is a bivariate Markov chain and its generator is given by \((\Lambda_u, u \geq 0)\),

\[
\Lambda_u = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
-(a_u + b_u + c_u) & a_u & b_u & c_u \\
0 & -d_u & 0 & d_u \\
0 & 0 & -f_u & f_u \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

where for any \(u \geq 0\), \(a_u, b_u, c_u, d_u, f_u \geq 0\), and locally integrable on \([0,T]\). For any \(0 \leq t \leq s\), the corresponding transition probability matrix function is of the form,

\[
P_{t,s} = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
1 - \sum_{j=2}^4 p_{t,s}(1, j) & p_{t,s}(1, 2) & p_{t,s}(1, 3) & p_{t,s}(1, 4) \\
0 & 1 - p_{t,s}(2, 4) & 0 & p_{t,s}(2, 4) \\
0 & 0 & 1 - p_{t,s}(3, 4) & p_{t,s}(3, 4) \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

where \(0 \leq p_{t,s}(i, j) \leq 1, \ i, j = 1, 2, 3, 4\). We assume that the initial distribution is given by \(\mathbb{P}(X_0 = (0, 1)) = 1\).

Following the similar computations in Example 2.6.1, the operator \(\Theta_1^1\) is rep-
resented by
\[ \Theta_t = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad t \geq 0. \]

Then we have for any \( t \geq 0 \), \( \Theta_t \Phi^1 = I_{2 \times 2} \),
\[ \Theta_t \mathbf{P}_{t,s} = \begin{pmatrix} 0 & 1 - p_{t,s}(2, 4) & 0 & p_{t,s}(2, 4) \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad 0 \leq t \leq s, \]
and
\[ \hat{\mathbf{P}}_{t,s} \Theta_s = \Theta_t \mathbf{P}_{t,s} \Phi^1 \Theta_s = \begin{pmatrix} 0 & 1 - p_{t,s}(2, 4) & 0 & p_{t,s}(2, 4) \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad 0 \leq t \leq s. \]

In view of Theorem 2.5.2 we know that \( X^1 \) is a Markov chain in its own filtration with time-inhomogeneous infinitesimal generator
\[ \Lambda_u^1 = \Theta_u \Lambda_u \Phi^1 = \begin{pmatrix} 0 & 1 \\ -d_u & d_u \end{pmatrix}, \quad u \geq 0. \]

Note that for any \( t \geq 0 \), we have \( \mathbb{P}(X_t = (0, 0)) = \mathbb{P}(X_t = (1, 0)) = 0 \). Condition (M) is not necessary for strong Markovian consistency. We need to check by definition of strong Markovian consistency if \( X^1 \) is a Markov chain in the filtration of \( X \). The transition matrix function of \( X^1 \) is given by
\[ \mathbf{P}_{t,s} = \hat{\mathbf{P}}_{t,s} = \Theta_t \mathbf{P}_{t,s} \Phi^1 = \begin{pmatrix} 0 & 1 \\ p_{t,s}(2, 2) & p_{t,s}(2, 4) \end{pmatrix}, \quad 0 \leq t \leq s. \]
It follows that for any $x = (x^1, x^2) \in \{(0, 1), (1, 0), (1, 1)\}$ we have

$$
P (X_s^1 = x_s^1 \mid X_t = x_t) = P (X_s^1 = x_s^1 \mid X_t^1 = x_t^1), \quad 0 \leq t \leq s.
$$

We conclude that $X^1$ is a Markov chain in the filtration of $X$ as well.

On page 47 in Lemma 2.5.3 condition (Ci-II) has equivalent statements. Each statement requires to verify all possible trajectories for $t \geq 0$. In Example 2.6.3 we will show that the structure of $(\Lambda_u, u \geq 0)$ can make the verification effortless if $X$ starts from a right initial distribution $\mu^X$. Moreover, given a class of $(\Lambda_u, u \geq 0)$, we discuss how the algebraic conditions on the entries of $(\Lambda_u, u \geq 0)$ will make $X$ be weak Markovian consistancy, strong Markovian consistency, or weak-only Markovian consistency.

**Example 2.6.3.** Consider a bivariate Markov chain $X = (X^1, X^2)$ generated by the same infinitesimal generator $(\Lambda_u, u \geq 0)$ in Example 2.6.2. But the initial distribution is $P (X_0 = (0, 0)) = 1$.

In this example, we will show that

(i) $X$ is weakly Markovian consistent.

(ii) Furthermore, if for any $u \geq 0$ we have $a_u, b_u, c_u > 0$, $d_u, f_u \geq 0$, and

$$
a_u + c_u \neq f_u, \quad b_u + c_u \neq d_u,
$$

then $X$ is weak-only Markovian consistent.

Let $0 = t_0 \leq t_1 \leq \cdots \leq t_n = t < \infty$. We show that $X^1$ and $X^2$ are Markovian in their own filtrations by verifying condition (Ci-II). In view of Lemma

5Since $P (X_0 = (0, 1)) = 1$ and 1 is an absorbing state, for any $t \geq 0$ the one-dimensional probability $P (X_t = (0, 0)) = 0.$
statement (iii), we need to check for \( i = 1, 2 \), any \( x^i \in \mathcal{K}, x \in \mathcal{K}^2, n \in \mathbb{N} \), we have

\[
\sum_{x_{n-1} \in \mathcal{H}(x^i_{n-1})} \sum_{x_0 \in \mathcal{H}(x^i_0)} P(X_{t_n} = x_{n-1}, X^i_{t_{n-1}} = x^i_{n-2}, \ldots, X^i_1 = x^i_1, X_0 = x_0) = 0. \tag{2.61}
\]

First we reformulate

\[
P(X^i_{t_n} = x^i_n) = \sum_{x_n \in \mathcal{H}(x^i_n)} P(X_{t_n} = x_n)
= \sum_{x_n \in \mathcal{H}(x^i_n)} \sum_{z \in \mathcal{K}^2} P(X_{t_{n-1}} = z) P^z_{t_{n-1}, t_n}
\]

and

\[
P(X_{t_n} = x_n) = \sum_{z \in \mathcal{K}^2} P(X_{t_{n-1}} = z) P^z_{t_{n-1}, t_n}.
\]

Then the square bracket of Equation \((2.61)\) is equivalent to

\[
P(X^i_{t_n} = x^i_n) P^{x_{n-1}, x_n}_{t_{n-1}, t_n} - P(X_{t_n} = x_n) P^{x_{n-1}, x_n}_{t_{n-1}, t_n}
= \sum_{z \in \mathcal{K}^2} P(X_{t_{n-1}} = z) \left[ \left( \sum_{x_n \in \mathcal{H}(x^i_n)} P^z_{t_{n-1}, t_n} \right) P^{x_{n-1}, x_n}_{t_{n-1}, t_n} - P^z_{t_{n-1}, t_n} \left( \sum_{x_n \in \mathcal{H}(x^i_n)} P^{x_{n-1}, x_n}_{t_{n-1}, t_n} \right) \right]. \tag{2.62}
\]

Next, we represent \( \Xi^i(t_n, x_n, \pi_{t_n}, \psi, \mu^X) = 0 \) as a homogeneous system by Lemma \(2.5.3\) statement (iii) for any \( x^i \in \mathcal{K} \), any \( x \in \mathcal{K}^2 \), any \( n \in \mathbb{N} \),

\[
\kappa^i_{t_{n-1}, t_n} f(t_n, x_n, \pi_{t_n}, \psi, \mu^X) = 0,
\]

where \( f \) is a column vector, and \( \kappa^i_{t_{n-1}, t_n} \) is a matrix,

\[
f = \begin{pmatrix} f_1 \\ f_2 \\ f_3 \\ f_4 \end{pmatrix} = \begin{pmatrix} P(X_{t_{n-1}} = (0, 0), X^i_{t_{n-1}} = x^i_{n-2}, \ldots, X^i_0 = x^i_0) \\ P(X_{t_{n-1}} = (0, 1), X^i_{t_{n-1}} = x^i_{n-2}, \ldots, X^i_0 = x^i_0) \\ P(X_{t_{n-1}} = (1, 0), X^i_{t_{n-1}} = x^i_{n-2}, \ldots, X^i_0 = x^i_0) \\ P(X_{t_{n-1}} = (1, 1), X^i_{t_{n-1}} = x^i_{n-2}, \ldots, X^i_0 = x^i_0) \end{pmatrix}. \tag{2.63}
\]
and
\[
\kappa_{t_{n-1},t_n}^i = \begin{bmatrix}
\kappa_{t_{n-1},t_n}^{i_1,x_{n-1}^1} \\
\vdots \\
\kappa_{t_{n-1},t_n}^{i_6,x_{n-1}^6}
\end{bmatrix} = \begin{bmatrix}
\kappa_{t_{n-1},t_n}^{i_1,j_1,k_1} \\
\vdots \\
\kappa_{t_{n-1},t_n}^{i_6,j_1,k_1}
\end{bmatrix}
\]
\[
= x_n^i \begin{pmatrix}
\kappa_{t_{n-1},t_n}^{i_1}(1, 1) & \kappa_{t_{n-1},t_n}^{i_1}(1, 2) & \kappa_{t_{n-1},t_n}^{i_1}(1, 3) & \kappa_{t_{n-1},t_n}^{i_1}(1, 4) \\
\kappa_{t_{n-1},t_n}^{i_2}(2, 1) & \kappa_{t_{n-1},t_n}^{i_2}(2, 2) & \kappa_{t_{n-1},t_n}^{i_2}(2, 3) & \kappa_{t_{n-1},t_n}^{i_2}(2, 4)
\end{pmatrix},
\]
the jth row of \(\kappa_{t_{n-1},t_n}^i\) corresponding to the jth ordered state space of \(X_{t_n}^i\), and the kth column of \(\kappa_{t_{n-1},t_n}^i\) corresponding to the kth ordered state space of \(X_{t_{n-1}}\).

For example, for \(\mathcal{K} = \{0, 1\}\), it follows from Equation (2.62)
\[
\kappa_{t_{n-1},t_n}^i(2, 3) = \sum_{x_n \in H(x_n^i)} \sum_{z \in \mathcal{K}^2} \mathbb{P}(X_{t_{n-1}} = z)
\times \left[ \left( \sum_{x_n \in H(x_n^i)} \mathbb{P}_{x_n}^{x_{n-1},t_{n-1},t_n} \right) \mathbb{P}_{t_{n-1},t_n}^{x_{n-1},x_n} - \mathbb{P}_{t_{n-1},t_n}^{x_n} \left( \sum_{x_n \in H(x_n^i)} \mathbb{P}_{t_{n-1},t_n}^{x_{n-1},x_n} \right) \right],
\]
with \(x_n^i = 1\), \(x_{n-1} = (1, 0)\).

We fix \(i = 1\). Computations of \(\kappa_{t_{n-1},t_n}^1(j, k)\) can be found in Appendix B.

Remark 2.6.2. In Lemma 2.5.3, statement (iii), it requires to verify whether
\(\kappa_{t_{n-1},t_n}^i f = 0\) at each time \(t \geq 0\), for \(x_i \in \{(0, 0), (0, 1), (1, 0), (1, 1)\}\). Because \(|\mathcal{K}| = 2\), for \(x_n \in \{(0, 0), (0, 1)\}\) and \(x_n \in \{(1, 0), (1, 1)\}\), the corresponding \(\kappa_{t_{n-1},t_n}^i(j, k)\)’s are different up to a plus-minus sign. Thus, it suffices to check only one \(x_n\) in each set \(\{(0, 0), (0, 1)\}\) and \(\{(1, 0), (1, 1)\}\). Saying differently, we verify for \(x_n \in \{(0, 0), (1, 0)\}\), or \(x_n \in \{(0, 1), (1, 1)\}\), or other combinations.

Now, by assumption the initial distribution \(\mathbb{P}(X_0^i = 0) = 1\), it suffice to check \(x_0^i = 0\). In view of (2.63), after replacing \(x_0^i\) with value 0, each \(f_i\) still depends on the

\[\text{Note that in the statement (iii) of Lemma 2.5.3 we check for } x_n^i, \text{ but not } x_n.\]
trajectory prior to time $t_{n-1}$. However, the structure of $\Lambda_u$ results in many entries of $\kappa_{t_{n-1}, t_n}^1$ with value 0. Next, we compute $\kappa_{t_{n-1}, t_n}^1 f$ for $x_n = (0, 0)$,

$$\kappa_{t_{n-1}, t_n}^1 (1, 1) \cdot f_1 + \kappa_{t_{n-1}, t_n}^1 (1, 2) \cdot f_2 + \kappa_{t_{n-1}, t_n}^1 (1, 3) \cdot f_3 + \kappa_{t_{n-1}, t_n}^1 (1, 4) \cdot f_4$$

$$= \left( \mathbb{P} (X_{t_{n-1}} = (0, 1)) \mathbf{P}_{t_{n-1}, t_n}^{(0,1),(0,1)} \right) \mathbf{P}_{t_{n-1}, t_n}^{(0,0),(0,0)} \cdot f_1$$

$$- \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) \mathbf{P}_{t_{n-1}, t_n}^{(0,0),(0,0)} \right) \mathbf{P}_{t_{n-1}, t_n}^{(0,1),(0,1)} \cdot f_2$$

$$= 0,$$

where the first equality is due to $\kappa_{t_{n-1}, t_n}^1 (1, 3) = \kappa_{t_{n-1}, t_n}^1 (1, 4) = 0$; the second equality comes from the fact that if $\mathbb{1}_{\{(0,0)\}} (X_{t_n}) = 1$, then $\mathbb{1}_{\{(0,1)\}} (X_{t_{n-1}}) = 0$.

For $\mathbb{P} (X_0 = (0, 0)) = 1$ and $x_n = (0, 0)$, we know

$$\Xi^1 (t_n, x_n, \pi_{t_n}, \psi, \mu^X) = 0.$$

In view of Remark 2.6.3, for $\mathbb{P} (X_0 = (0, 0)) = 1$ and $x_n = (0, 1)$, we have

$$\Xi^1 (t_n, (0, 1), \pi_{t_n}, \psi, \mu^X) = -\Xi^1 (t_n, (0, 0), \pi_{t_n}, \psi, \mu^X) = 0.$$

Since $0 \leq t_n = t$ is arbitrary, we have for $x_t^1 = 0$ and $0 \leq t \leq s$, any $\pi_t \in \Pi_t$, and any $\psi \in \Psi_{|\pi_t|}^1$,

$$\sum_{x_t^1 \in \mathcal{K}} \mathbf{P}_{t, s}^{x_t^1, x_t^1} \Xi^1 (t, x_t, \pi_t, \psi, \mu^X) = \sum_{x_t^1 \in \mathcal{K}} \mathbf{P}_{t, s}^{(0, x_t^1), x_t^1} \Xi^1 (t, (0, x_t^2), \pi_t, \psi, \mu^X) = 0.$$

When $x_t^1 = 1$, by Proposition 2.5.3 on page 46, we have for $0 \leq t \leq s$, any $\pi_t \in \Pi_t$, and any $\psi \in \Psi_{|\pi_t|}^1$,

$$\sum_{x_t^1 \in \mathcal{K}} \mathbf{P}_{t, s}^{x_t^1, x_t^1} \Xi^1 (t, x_t, \pi_t, \psi, \mu^X) = \sum_{x_t^1 \in \mathcal{K}} \mathbf{P}_{t, s}^{(1, x_t^1), x_t^1} \Xi^1 (t, (1, x_t^2), \pi_t, \psi, \mu^X) = 0.$$

We conclude that for every $x_t^1 \in \mathcal{K} = \{0, 1\}$ it holds that

$$\sum_{x_t^1 \in \mathcal{K}} \mathbf{P}_{t, s}^{x_t^1, x_t^1} \Xi^1 (t, x_t, \pi_t, \psi, \mu^X) = 0.$$
Thus, $X^1$ is Markovian in its own filtration. By analogy, we can show that $X^2$ is Markovian in its own filtration as well. Therefore, we conclude that the bivariate Markov chain $X$ is weakly Markovian consistent. By [BJN13, Theorem 1.11], the generator of $X^i$ is given by

$$
\Lambda^i_u = \Theta^i_u \Lambda_u \Phi^i, \quad u \geq 0, \ i = 1, 2.
$$

Now, in view of Theorem 2.5.3 and Remark 2.5.9, if the parameters $a_u, b_u, c_u$ in $\Lambda_u$ are such that

$$
a_u > 0, \quad b_u > 0, \quad c_u > 0,
$$

then for $t \geq 0$ the one-dimensional distribution is positive,

$$
P(X_t = x_t) = \sum_{x_0 \in K^2} P(X_0 = x_0) P_{x_0,x_t} > 0, \quad x_t \in K^2.
$$

Specifically, the one-dimensional probabilities are given by

$$
P(X_t = (0,0)) = 1 - \sum_{j=2}^4 p_{0,t}(1,j) > 0$$

$$
P(X_t = (0,1)) = p_{0,t}(1,2) > 0$$

$$
P(X_t = (1,0)) = p_{0,t}(1,3) > 0$$

$$
P(X_t = (1,1)) = p_{0,t}(1,4) > 0.$$

Therefore, we conclude that $X$ is strongly Markovian consistent if and only if condition (M) holds. Finally, in view of Theorem 2.5.4 on page 67, if, additionally, for any $u \geq 0$,

$$
a_u + c_u \neq f_u, \quad b_u + c_u \neq d_u,$$

then $X$ is weak-only Markovian consistent.

In Example 2.6.3, the generator $(\Lambda_u, u \geq 0)$ of $X$ has a special structure, i.e. the lower triangular entries being all zero. Given $P(X_0 = (0,0)) = 1$, we verify that
condition \((C_{1-2})\) holds. The approach of verification is independent of functions \(a, b, c, d, f\). In view of Theorem 2.5.2 on page 56, the sufficient conditions are purely algebraic conditions. That is, the sufficient conditions depend on the exact values of parameters \((a_u, b_u, c_u, d_u, f_u, u \geq 0)\), rather than whether some state is absorbing or not. Therefore, given the initial distribution \(P(X_0 = (0, 0)) = 1\) and the general form of \((\Lambda_u, u \geq 0)\) in Example 2.6.3, it is inconclusive whether Equation (2.35) on page 56 holds or not.

In view of Example 2.6.3, it might be tempting to conclude that a special structure of \((\Lambda_u, u \geq 0)\) guarantees Markovianity of the components. In the next example, we provide a counterexample showing that such structure does not promise Markovianity of \(X^i\).

**Example 2.6.4.** Consider a bivariate Markov chain \(X = (X^1, X^2)\) generated by the infinitesimal generator \((\Lambda_u, u \geq 0)\). Let the state space of \(X^i\), \(i = 1, 2\), be \(K = \{0, 1, 2\}\), and 2 be the absorbing state. Assume that each component \(X^i\) transits solely in one way direction. That is, for \(0 \leq t \leq s\),

\[
X^i_t \leq X^i_s, \quad i = 1, 2.
\]

Then, all the lower-triangular entries of the generator \((\Lambda_u, u \geq 0)\) are zeros,

\[
\Lambda_u = [\lambda^{x,y}_{u}]_{x,y \in K^2}
\]
We will show that $X^1$ is not necessarily Markovian in its own filtration. For simplicity, we assume two periods $0 = t_0 < t_1 < t_2$ with equal time interval $\Delta t = t_n - t_{n-1}$, $n = 1, 2$. The component $X^1$ is Markovian in its own filtration if the equality holds

$$\mathbb{P}(X^1_{t_2} = x^1_2 \mid X^1_{t_1} = x^1_1, X^1_0 = x^1_0) = \mathbb{P}(X^1_{t_2} = x^1_2 \mid X^1_{t_1} = x^1_1), \quad x^1_0, x^1_1, x^1_2 \in \mathcal{K}. \quad (2.64)$$

We verify (2.64) for $x^1_1 = x^1_2 = 1$. There are two possible realizations of $X^1$ according to the partition $0 = t_0 < t_1 < t_2$ to reach $x^1_2 = 1$,

$$\varphi = \{x^1_0, x^1_1, x^1_2\} = \{0, 1, 1\}, \text{ or } \{1, 1, 1\}.$$  

We have the left-hand-side of (2.64)

$$\mathbb{P}(X^1_2 = 1 \mid X^1_1 = 1, X^1_0 = x^1_0) = \frac{\mathbb{P}(X^1_2 = 1, X^1_1 = 1, X^1_0 = x^1_0)}{\mathbb{P}(X^1_1 = 1, X^1_0 = x^1_0)} \quad (2.65)$$

and the right-hand-side of (2.64)

$$\mathbb{P}(X^1_2 = 1 \mid X^1_1 = 1) = \frac{\mathbb{P}(X^1_2 = 1, X^1_1 = 1)}{\mathbb{P}(X^1_1 = 1)}$$
\[ P(X_2^1 = 1, X_1^1 = 1, X_0 = 0) + P(X_2^1 = 1, X_1^1 = 1, X_0 = 1) \]
\[ P(X_1^1 = 1, X_0 = 0) + P(X_1^1 = 1, X_0 = 1) \]
\[ (2.66) \]

If the initial distribution of \( X^1 \) is \( P(X_0^1 = x_0^1) = 1, x_0^1 \in \{0, 1\} \), then (2.65) and (2.66) are equivalent. Thus (2.64) holds. However, the initial distribution \( P(X_0 = (0, 0)) = 1 \) is not sufficient for the component \( X^1 \) to be a Markov chain. Because the initial distribution \( P(X_0 = (0, 0)) = 1 \) does not guarantee \( \kappa_{t_{n-1}, t_n} f(t_n, x_n, \pi_{t_n}, \psi, \mu^X) = 0 \).

If the exact formulation of \( (\Lambda_u, u \geq 0) \) is given, we can use Theorem 2.5.2 to verify if \( X^i \) is a Markov chain.

2.7 Conclusions and Future Work

We summarize our research results about Markovian consistency in the following:

Weak Markovian consistency

We derive condition (C i), which is the necessary and sufficient condition for \( X \) to be weakly Markovian consistent with respect to the component \( X^i \) (cf. Theorem 2.5.1 on page 41). Thereinafter, we give several sufficient conditions to condition (C i). One of the important sufficient conditions is condition (C i-II). The most remarkable result is Theorem 2.5.2 on page 56 which gives sufficient conditions for condition (C i-II) to hold in terms of the existence of initial distribution and the purely algebraic relations between the semigroups of \( X \) and the component \( X^i \).

Strong Markovian consistency

Since strong Markovian consistency implies weak Markovian consistency, any sufficient conditions for strong Markovian consistency are also sufficient conditions for weak Markovian consistency. We give sufficient conditions for strong Markovian consistency in terms of condition (P) and establish the equivalence of condition (P).
and condition \( (M) \). Besides, we show that condition \( (P) \) implies the condition in Theorem 2.5.2. In Theorem 2.5.3 on page 65, we show that if all states are accessible, then condition \( (M) \) (or, equivalently, condition \( (P) \)) is necessary for strong Markovian consistency. That is, we can verify whether the component \( X^i \) is Markovian in the filtration of \( X \) by the algebraic structure of the transition matrix function of \( X \).

**Weak-only Markovian consistency**

On page 67 in Theorem 2.5.4 we give conditions for weak-only Markovian consistency. Namely, given an initial distribution \( \mu^X \) and an infinitesimal generator \( (\Lambda_u, u \geq 0) \), we verify whether \( \mu^X \) and \( (\Lambda_u, u \geq 0) \) satisfy the condition \( (C^i) \). This will determine if \( X^i \) is Markovian in its own filtration. If, additionally, all states are accessible, and condition \( (P) \) does not hold, then \( X^i \) is not Markovian in the filtration of \( X \). If the criterion hold true for all components, we conclude that \( X \) is weak-only Markovian consistent.

**Future work**

We list the future lines of research in the following:

- In view of Lemma 2.5.3 with proper quantifiers the equality

\[
\Xi^i \left(t, x_t, \pi_t, \psi, \mu^X\right) = 0, \tag{2.67}
\]

is equivalent to an equality appeared in the existing literature,

\[
P \left( X_t = x_t \mid \mathcal{F}_t^{X^i} \right) = \mathbb{E} \left( X_t = x_t \mid X^i_t \right). \tag{2.68}
\]

We have one sufficient condition for Equation (2.67) to hold. This sufficient condition is related to the existence of initial distribution, and the algebraic relations of the semigroup of \( X \) and the transition matrix function of its component. However, this condition is not necessary. There might exist other sufficient conditions to Equation (2.67).
A future work regarding the sufficient condition we gave is to characterize this initial distribution for a given family of generator structures. Or, one may work on finding other sufficient conditions to Equation (2.67).

- To construct an example with all non-absorbing states

In our examples, we focus on the state space consisting of one absorbing state and one non-absorbing state. When one checks those sufficient conditions for Markovian consistency, the verification involves the transition matrix function, that is a functional of the generators. If all states are non-absorbing, every element of the transition matrix function is non-zero. The analytical form of the transition matrix function is unavailable, thus to find a non-trivial example with all non-absorbing states is not an easy task.

- The study of general time-inhomogeneous Markov processes

Our results are subject to the class of multivariate Markov chains. An interesting topic is to extend the results to general time-inhomogeneous Markov processes.
CHAPTER 3
MARKOV STRUCTURES

3.1 Introduction

We know from Chapter 2 that if \((\Lambda_t, t \geq 0)\) is a valid generator, the matrix function \((\Theta_t^i \Lambda_t \Phi^i, t \geq 0)\) generates some Markov chain, say \(Y^i\). We study the conditions imposed on \((\Lambda_t, t \geq 0)\) under which the component \(X^i\) of \(X\) is a Markov chain with generator function \((\Theta_t^i \Lambda_t \Phi^i, t \geq 0)\), which is equivalent to

\[
Y^i \overset{L}{=} X^i, \quad \text{if} \quad Y_0^i \overset{L}{=} X_0^i
\]

where \(\overset{L}{=}\) means equality in law. Preserving the prescribed marginal laws is the core of our interests. Those sufficient conditions allow us to tell if the components of a multivariate Markov chain have the prescribed marginal laws.

In this chapter, we focus on the construction of the infinitesimal generator \((\Lambda_t, t \geq 0)\) such that \((\Lambda_t, t \geq 0)\) satisfies some of the aforementioned sufficient conditions. We call the corresponding multivariate Markov chain a Markov structure for a collection of Markov chains \(\{Y^1, \ldots, Y^m\}\). Recall that the sufficient conditions are given in terms of the transition semigroup of \(X\). However, the transition semigroup is a functional of \((\Lambda_t, t \geq 0)\), and the analytical form of the time-inhomogeneous transition semigroup is unavailable in general. The construction is not a straightforward task.

The direct approach is to start with a preliminary \((\Lambda_t, t \geq 0)\). Then one computes the transition semigroup corresponding to \((\Lambda_t, t \geq 0)\) and the one-dimensional distributions of \(X\) and \(X^i\)’s. Next, one verifies if the sufficient condition is satisfied. If the sufficient condition is not satisfied, one changes \((\Lambda_t, t \geq 0)\) and run the same
procedure again. Basically, we need to calibrate \((\Lambda_t, t \geq 0)\) such that it meets the sufficient condition. We refer this method to the \textit{top-down approach}. Although this approach requires intensive computations, this method is comprehensive in the sense that the evolution of \(X\) is encoded in the transition semigroup.

On the other hand, since the sufficient condition is related to the one-dimensional distributions of \(X\) and \(X^i\)'s, it motivates us to study the \textit{bottom-up approach}. That is, we obtain the one-dimensional distributions of \(X^i\)'s first, then we construct the one-dimensional distribution of \(X\) through the joint distributions of random variables \(X^i_t\)'s. Next, we solve for \((\Lambda_t, t \geq 0)\) such that the sufficient condition is satisfied. Saying differently, we bond all the joint distributions of \(X^i_t\)'s in such a way that the process \(X\) has the desired properties. However, as we will see later, this approach does not always produce satisfactory results as the top-down approach. We need to impose conditions such that those constructed one-dimensional distributions satisfy semigroup property.

This chapter is organized as follows. We begin by introducing Markov structures in Section 3.2. We give definitions of strong Markov structures and weak Markov structures. Thereinafter, we show that, in general, Markov structures are not empty sets. In Section 3.3, we discuss how to construct Markov structures. In particular, we focus on the bottom-up construction and provide sufficient conditions for the construction to be consistent with the top-down approach. Besides, we discuss the limitations of the bottom-up construction. In Section 3.4, we connect our results regarding Markovian consistency and Markov structures to the existing results in the literature. We conclude this chapter in Section 3.5.
3.2 Markov Structures

The purpose of introducing Markov structures is to study stochastic dependence between the components of a multivariate Markov chain, subject to marginal constraints: we want to construct a multivariate Markov chain $X = (X^1, X^2, \ldots, X^m)$ such that its components are Markov chains with the prescribed laws.

More specifically, given a collection of Markov chains $\{Y^1, Y^2, \ldots, Y^m\}$, we say that a process $X$ is a Markov structure for $\{Y^1, Y^2, \ldots, Y^m\}$, if $X$ is a Markov chain, and each component $X^i$ is a Markov chain with identical law to $Y^i$. As it will be seen later one can typically construct numerous multivariate chains $X = (X^1, X^2, \ldots, X^m)$ such that their components are Markov and that they have prescribed laws.

In what follows, based on [BJN13] we embark on defining Markov structures using infinitesimal generators. In analogy to strong and weak Markovian consistency, we have strong Markov structures and weak Markov structures.

3.2.1 Strong Markov Structures. In view of [BJN13] Theorem 1.8, suppose that for each $i \in M$, the generator function $\Lambda^i_t = \left[\lambda^i_{x,x'}\right]$, $t \geq 0$ is given by

$$\lambda^i_{x,x'} = \sum_{y^j \in E^j, j=1,\ldots,m, j \neq i} \lambda^i_{x,y^j}, \quad x^i, y^j \in E^i, \quad x^i \neq y^i, \quad (3.1)$$

and

$$\lambda^i_{x^i,x^i} = -\sum_{y^i \in E^i, x^i \neq y^i} \lambda^i_{x^i,y^i}, \quad x^i \in E^i, \quad (3.2)$$

where $x = (x^1, \ldots, x^i, \ldots, x^m)$ and $y = (y^1, \ldots, y^i, \ldots, y^m)$. We want to solve for a valid generator matrix function $\Lambda_t = \left[\lambda^x_{x'}\right]$, $t \geq 0$ such that (3.1) and (3.2) hold. If there exists such a generator function $\Lambda_t$, then by construction we can verify that condition [M] is satisfied. Since condition [M] implies strong Markovian consistency, every component $X^i$ of $X$ is Markov in the filtration $\mathbb{F}^X$. Then each component $X^i$ is generated by $\Lambda^i_t = \Theta^i_t \Lambda_t \Phi^i_t$, $t \geq 0$. 
Definition 3.2.1 (Strong Markov structure). Let \( \{Y^1, Y^2, \ldots, Y^m\} \) be a family of Markov chains. A multivariate process \( X = (X^1, X^2, \ldots, X^m) \) is a strong Markov structure for \( \{Y^1, Y^2, \ldots, Y^m\} \), if

(i) \( X = (X^1, X^2, \ldots, X^m) \) is a Markov chain, and \( X \) satisfies the strong Markovian consistency property;

(ii) each component \( X^i \) of \( X \) has the same law as \( Y^i \), \( X^i \overset{\mathcal{L}}{=} Y^i \), \( i = 1, 2, \ldots, m \).

From the above discussions, we can construct strong Markov structures by solving the system consisting of (3.1) and (3.2). In general, the system admits multiple solutions, and some of the solutions may not be valid generators. Now, we confine ourselves to the valid generators, and fix \( t \geq 0 \). Since \( \Lambda_t \) is a valid generator with dimension \( |E| \)-by-\( |E| \), \( \Lambda_t \) can be fully determined by appropriately assigning \((|E|^2 - |E|)\) entries. Note that \( |E| = |E_1| \times \cdots \times |E_m| \). For fixed \( i \in \mathcal{M} \), the matrix \( \Lambda^i_t \) is a valid generator with dimension \( |E_i| \)-by-\( |E_i| \). In order to satisfy (3.1) and (3.2), it produces \((|E_i|^2 - |E_i|)\) equations. If (3.1) and (3.2) need to hold for all \( i \)'s, there are totally \( \sum_{i=1}^m (|E_i|^2 - |E_i|) \) equations. Clearly, if every \( |E_i| \geq 2 \), we have

\[
|E|^2 - |E| = |E|(|E| - 1) = |E_1| \times \cdots \times |E_m| \cdot (|E_1| \times \cdots \times |E_m| - 1) \\
\geq m \cdot \max\{|E_1|, \ldots, |E_m|\} \cdot (\max\{|E_1|, \ldots, |E_m|\} - 1) \\
\geq \sum_{i=1}^m |E_i| (|E_i| - 1).
\]

Then the number of unknown entries in \( \Lambda_t \) are greater than the number of equations.

Remark 3.2.1. Note that there is at least one solution which is a valid generator. This solution corresponds to the tensor independence of \( \Lambda_t^i \)'s. For example, let us
consider

\[ \Lambda_t^1 = \begin{pmatrix} 0 & 1 \\ -a_t & a_t b_t & -b_t \end{pmatrix}, \quad \Lambda_t^2 = \begin{pmatrix} 0 & 1 \\ -d_t & d_t f_t & -f_t \end{pmatrix}, \]

where \( t \geq 0, a_t, b_t, d_t, f_t \geq 0 \). We can verify that \((\Lambda_t, t \geq 0)\) given by

\[ \Lambda_t = \begin{pmatrix} (0,0) & (0,1) & (1,0) & (1,1) \\ -(a_t + d_t) & d_t & a_t & 0 \\ f_t & -(a_t + f_t) & 0 & a_t \\ b_t & 0 & -(b_t + d_t) & d_t \\ 0 & b_t & f_t & -(b_t + f_t) \end{pmatrix}, \]

indeed satisfies (3.1) and (3.2). As we will see in Section 4.2, we call this type of structure as independence form. This implies that \( X^i \)'s are independent.

### 3.2.2 Weak Markov Structures

The counterpart of the strong Markov structure is the weak Markov structure.

**Definition 3.2.2 (Weak Markov structure).** Let \( \{Y^1, Y^2, \ldots, Y^m\} \) be a family of Markov chains. A multivariate process \( X = (X^1, X^2, \ldots, X^m) \) is a weak Markov structure for \( \{Y^1, Y^2, \ldots, Y^m\} \), if

1. \( X = (X^1, X^2, \ldots, X^m) \) is a Markov chain, and \( X \) satisfies the weak Markovian consistency property;
2. each component \( X^i \) of \( X \) has the same law as \( Y^i \), \( X^i \overset{d}{=} Y^i \), \( i = 1, 2, \ldots, m \).

We know from [BJN13, Theorem 1.11] if the component \( X^i \) is Markov in its own filtration, then the generator matrix function of \( X^i \) is given by \( \Lambda_t^i = \Theta_t^i \Lambda_t \Phi_t^i \).
However, $\Lambda_i^t = \Theta^t_i \Lambda_t \Phi^i$ is not sufficient for $X^i$ to be Markov in its own filtration. If $\Lambda_i^t$ is an input data, for those generator matrix functions $\Lambda_t$ satisfying the condition

$$\Lambda_i^t = \Theta^t_i \Lambda_t \Phi^i,$$

it does not guarantee that the component $X^i$ of $X$ is Markovian in its own filtration. We will use the results from Chapter 2 to verify if $X^i$ of $X$ is a Markov chain.

Since modelling default contagion is excluded in the sense of strong Markov consistency (cf. [BCCH14] and [BJN13]), in practice, an important class is the weak-only Markov structure. We say that a multivariate process $X$ is a weak-only Markov structure for $\{Y^1, Y^2, \ldots, Y^m\}$, if $X$ is a weak Markov structure, but it is not a strong Markov structure.

In next section, we tackle one approach to constructing Markov structures.

### 3.3 Bottom-Up Construction of Markov Structures

Suppose that we are given a family of Markov chains $\{Y^1, Y^2, \ldots, Y^m\}$. Each $Y^i$ is generated by the infinitesimal generator matrix $(\Lambda^i_t, t \geq 0), i \in \{1, 2, \ldots, m\}$. We want to construct a multivariate Markov chain $X$ with the infinitesimal generator matrix function $(\Lambda_t, t \geq 0)$ such that

$$\Lambda^i_t = \Theta^i_t \Lambda_t \Phi^i, \quad t \geq 0, \quad i = 1, 2, \ldots, m, \quad (3.3)$$

and each component $X^i$ of $X$ has the same law as $Y^i$. Moreover, $X$ satisfies strong, weak, or weak-only Markovian consistency.

Algebraically, if the infinitesimal generator matrix functions $\Lambda^i_t$'s are given, the solution matrix $\Lambda_t$ to Equation (3.3) may not be unique. In the following, we discuss two approaches to constructing a multivariate Markov chain which satisfies the above properties.
Recall that the operator $\Theta^i_t$ in Equation (3.3) can be represented by a matrix whose entries are conditional probabilities,

$$\Theta^i_t = \left[ P \left( X_t = x_t \mid X^i_t = x^i_t \right) \right]_{x_t \in \mathcal{K}^m, x^i_t \in \mathcal{K}}$$

where $x_t = (x^1_t, \ldots, x^i_t, \ldots, x^m_t)$. Note that the numerator in the above conditional probability

$$P \left( X_t = x_t, X^i_t = x^i_t \right) = P(X_t = x_t)$$

is the one-dimensional distribution of $X$ at time $t \geq 0$, i.e., the joint distribution of random variables $X^i_t$, $i = 1, 2, \ldots, m$. In our setup, there are two methods to compute the one-dimensional distribution of $X$. A top-down approach is working through the transition semigroup of $X$,

$$P(X_t = x_t) = \sum_{z \in \mathcal{K}^m} P(X_0 = z) P_{0,t}^{x_0,x_t}.$$ 

A bottom-up approach is to construct the joint distribution by the correlations between the components and the marginal distributions at every time $t \geq 0$.

Apparently, the top-down approach is more comprehensive, because the information about the dependence between the components is embedded in the transition semigroup of $X$. However, the semigroup $(P_{t,s}, 0 \leq t \leq s)$ is a functional of $(\Lambda_u, u \geq 0)$, and in general, the analytical form of the the semigroup $(P_{t,s}, 0 \leq t \leq s)$ is unavailable. It is extremely difficult to solve for $(\Lambda_u, u \geq 0)$ in Equation (3.3) analytically, and that makes the top-down approach almost impracticable. This motivates us the succeeding construction: the bottom-up approach.

The Bottom-Up Approach

We illustrate the bottom-up approach through an example. Let $Y^i$, $i = 1, 2$, be a Markov chain with values in $\mathcal{K} = \{0, 1\}$. Assume that $Y^i$ is generated by
\( (\Lambda^i_u, u \geq 0), \ i = 1, 2, \) respectively,

\[
\Lambda^1_u = \begin{pmatrix}
0 & 1 \\
-a_u & a_u \\
b_u & -b_u
\end{pmatrix}, \quad \Lambda^2_u = \begin{pmatrix}
0 & 1 \\
-d_u & d_u \\
f_u & -f_u
\end{pmatrix},
\]

where \( a_u, b_u, d_u, f_u \geq 0 \). The corresponding transition probability matrix functions \( \hat{P}^i_{t,s}, \ i = 1, 2, \) are obtained by the Kolmogorov forward equation, for any \( 0 \leq t \leq s \),

\[
\hat{P}^1_{t,s} = \begin{pmatrix}
0 & 1 \\
\frac{b_s + a_s e^{-\int^s_t (a_u + b_u) \, dv}}{a_s + b_s} & \frac{a_s \left(1 - e^{-\int^s_t (a_u + b_u) \, dv}\right)}{a_s + b_s} \\
\frac{b_s (1 - e^{-\int^s_t (a_u + b_u) \, dv})}{a_s + b_s} & \frac{a_s e^{-\int^s_t (a_u + b_u) \, dv}}{a_s + b_s}
\end{pmatrix},
\]

and

\[
\hat{P}^2_{t,s} = \begin{pmatrix}
0 & 1 \\
\frac{f_s + d_s e^{-\int^s_t (d_u + f_u) \, dv}}{d_s + f_s} & \frac{d_s \left(1 - e^{-\int^s_t (d_u + f_u) \, dv}\right)}{d_s + f_s} \\
\frac{f_s (1 - e^{-\int^s_t (d_u + f_u) \, dv})}{d_s + f_s} & \frac{d_s f_s e^{-\int^s_t (d_u + f_u) \, dv}}{d_s + f_s}
\end{pmatrix}.
\]

Next, we consider a bivariate Markov chain \( X = (X^1, X^2) \) generated by the infinitesimal generator matrix function \( (\Lambda_u, u \geq 0) \) with initial distribution \( \mu^X \). Each component of \( X \) takes value in \( K = \{0, 1\} \). We want to solve for \( (\Lambda_u, u \geq 0) \) such that \( \Lambda^i_u = \Theta^i_u \Lambda_u \Phi^i, \ u \geq 0, \ i = 1, 2, \) and \( X \) satisfies Markovian consistency.

Note that at each time \( t \geq 0 \) the random variables \( X^1_t \) and \( X^2_t \) follow Bernoulli distributions with parameters \( p_t \) and \( q_t \) respectively. That is,

\[
\mathbb{P}(X^1_t = x^1_t) = \begin{cases} p_t, & \text{if } x^1_t = 1, \\ 1 - p_t, & \text{if } x^1_t = 0, \end{cases}
\]
and
\[ \mathbb{P}(X_t^2 = x_t^2) = \begin{cases} q_t, & \text{if } x_t^2 = 1, \\ 1 - q_t, & \text{if } x_t^2 = 0. \end{cases} \] 

Since the initial distribution of \( X \) is given, the initial distributions of \( X^1 \) and \( X^2 \) are given by
\[ \mu^{X^1}(x_0^1) := \mathbb{P}(X_0^1 = x_0^1) = \sum_{z \in K} \mathbb{P}(X_0 = (x_0^1, z)) = \begin{cases} p_0, & \text{if } x_0^1 = 1, \\ 1 - p_0, & \text{if } x_0^1 = 0, \end{cases} \]
and
\[ \mu^{X^2}(x_0^2) := \mathbb{P}(X_0^2 = x_0^2) = \sum_{z \in K} \mathbb{P}(X_0 = (z, x_0^2)) = \begin{cases} q_0, & \text{if } x_0^2 = 1, \\ 1 - q_0, & \text{if } x_0^2 = 0, \end{cases} \]

In view of definitions of Markov structure, \( X^i \) has the same law as \( Y^i \). That is, for any \( t \geq 0 \) the one-dimensional distribution of \( X^i \) is given by,
\[ \mathbb{P}(X_t^i = x_t^i) = \sum_{k \in K} \mathbb{P}(X_0^i = k) \cdot \hat{P}^{i; k, x_t^i}_{0, t}, \quad k, x_t^i \in K, \ i = 1, 2. \]

More precisely, for \( t \geq 0 \) and \( K = \{0, 1\} \), we have
\[ \mathbb{P}(X_t^i = x_t^i) = \begin{cases} (1 - p_0) \cdot \hat{P}^{i; 0, 1}_{0, t} + p_0 \cdot \hat{P}^{i; 1, 1}_{0, t}, & \text{if } x_t^1 = 1, \\ (1 - p_0) \cdot \hat{P}^{i; 0, 0}_{0, t} + p_0 \cdot \hat{P}^{i; 1, 0}_{0, t}, & \text{if } x_t^1 = 0, \end{cases} \]
and
\[ \mathbb{P}(X_t^2 = x_t^2) = \begin{cases} (1 - q_0) \cdot \hat{P}^{2; 0, 1}_{0, t} + q_0 \cdot \hat{P}^{2; 1, 1}_{0, t}, & \text{if } x_t^2 = 1, \\ (1 - q_0) \cdot \hat{P}^{2; 0, 0}_{0, t} + q_0 \cdot \hat{P}^{2; 1, 0}_{0, t}, & \text{if } x_t^2 = 0. \end{cases} \]

Next, we denote by \( \rho_t \) the correlation between the random variables \( X_t^1 \) and \( X_t^2 \). It follows that the joint distributions of \( X_t^1 \) and \( X_t^2 \) are given by
\[ c_t := \mathbb{P}(X_t^1 = 1, X_t^2 = 1; \rho_t) = p_t q_t + \rho_t \sqrt{p_t(1 - p_t)q_t(1 - q_t)} \]
\[ \mathbb{P}(X_t^1 = 1, X_t^2 = 0; \rho_t) = p_t - c_t \]
\[ \mathbb{P}(X_t^1 = 0, X_t^2 = 1; \rho_t) = q_t - c_t \]
\[ \mathbb{P}(X_t^1 = 0, X_t^2 = 0; \rho_t) = 1 - p_t - q_t + c_t. \]
Remark 3.3.1. We require the correlation $\rho_t$ within certain bounds so that for $t \geq 0$ the joint distribution, $\mathbb{P}(X_t^1 = x_t^1, X_t^2 = x_t^2; \rho_t)$, $x_t^1, x_t^2 \in \{0, 1\}$, is well-defined,

$$-1 \leq \max \left( \frac{-p_t q_t}{\sqrt{p_t(1 - p_t) q_t(1 - q_t)}}, \frac{-(1 - p_t)(1 - q_t)}{\sqrt{p_t(1 - p_t) q_t(1 - q_t)}} \right) \leq \rho_t$$

$$\leq \min \left( \frac{p_t(1 - q_t)}{\sqrt{p_t(1 - p_t) q_t(1 - q_t)}}, \frac{(1 - p_t)q_t}{\sqrt{p_t(1 - p_t) q_t(1 - q_t)}} \right) \leq 1. \quad (3.4)$$

Therefore, for $t \geq 0$ the operators $\Theta_t^i$, $i = 1, 2$, are represented by

$$\Theta_t^1 = \left[ \mathbb{P} \left( X_t = x_t \mid X_t = x_t^1 \right) \right]_{x_t \in \mathcal{X}, x_t^1 \in \mathcal{K}} = 0 \begin{pmatrix} 1 & p_t - c_t & 0 & 0 \\ 0 & 1 & 0 & t_p - c_t \\ 0 & 0 & 1 & t_p \\ 0 & 0 & 0 & 1 \end{pmatrix},$$

and

$$\Theta_t^2 = \left[ \mathbb{P} \left( X_t = x_t \mid X_t = x_t^2 \right) \right]_{x_t \in \mathcal{X}, x_t^2 \in \mathcal{K}} = 0 \begin{pmatrix} 1 & p_t - c_t & 0 & 0 \\ 0 & 1 & 0 & t_p - c_t \\ 0 & 0 & 1 & t_p \\ 0 & 0 & 0 & 1 \end{pmatrix}.$$

As mentioned earlier, if the matrix function $\Lambda_t^i$ is given by

$$\Lambda_t^i = \Theta_t^i \Lambda_t \Phi^i, \quad t \geq 0, \; i = 1, 2,$$

$\Lambda_t$ is not necessarily unique, or a valid generator. Now, we restrict ourselves to the case when $\Lambda_t$ is indeed a valid infinitesimal generator matrix function,

$$\Lambda_t = \begin{pmatrix} \sum_{k=2}^4 \lambda_t(1,k) & \lambda_t(1,2) & \lambda_t(1,3) & \lambda_t(1,4) \\ \lambda_t(2,1) & \sum_{k=1,3,4} \lambda_t(2,k) & \lambda_t(2,3) & \lambda_t(2,4) \\ \lambda_t(3,1) & \lambda_t(3,2) & \sum_{k=1,2,4} \lambda_t(3,k) & \lambda_t(3,4) \\ \lambda_t(4,1) & \lambda_t(4,2) & \lambda_t(4,3) & \sum_{k=1}^3 \lambda_t(4,k) \end{pmatrix},$$

where $\lambda_t(j,k) \geq 0$, $j \neq k$, $j, k = 1, 2, 3, 4$. The extension operators $\Phi^i$, $i = 1, 2$, can
be represented by

\[
\Phi^1 = \begin{pmatrix}
(0,0) & 0 & 1 \\
(0,1) & 1 & 0 \\
(1,0) & 0 & 1 \\
(1,1) & 0 & 1 \\
\end{pmatrix}, \quad \Phi^2 = \begin{pmatrix}
(0,0) & 0 & 1 \\
(0,1) & 1 & 0 \\
(1,0) & 0 & 1 \\
(1,1) & 0 & 1 \\
\end{pmatrix}.
\]

Since we want to solve for \(\Lambda_t\) with valid generators \(\Lambda^i_t\) as input data such that

\[
\Lambda^i_t = \Theta^i_t \Lambda_t \Phi^i, \quad t \geq 0, \ i = 1, 2.
\]

By comparing entry-wise of the both sides in the above identities, we have for \(t \geq 0\) one linear system of four equalities,

\[
\begin{align*}
a_t &= \frac{1}{1 - p_t} \left( (\lambda_t(1, 3) + \lambda_t(1, 4)) (1 - p_t - q_t + c_t) + (\lambda_t(2, 3) + \lambda_t(2, 4)) (q_t - c_t) \right) \\
b_t &= \frac{1}{p_t} \left( (\lambda_t(3, 1) + \lambda_t(3, 2)) (p_t - c_t) + (\lambda_t(4, 1) + \lambda_t(4, 2)) c_t \right) \\
d_t &= \frac{1}{1 - q_t} \left( (\lambda_t(1, 2) + \lambda_t(1, 4)) (1 - p_t - q_t + c_t) + (\lambda_t(3, 2) + \lambda_t(3, 4)) (p_t - c_t) \right) \\
f_t &= \frac{1}{q_t} \left( (\lambda_t(2, 1) + \lambda_t(2, 3)) (q_t - c_t) + (\lambda_t(4, 1) + \lambda_t(4, 3)) c_t \right),
\end{align*}
\]

(3.5)

where \(a_t, b_t, d_t, f_t \geq 0\). Note that in the system (3.5) \(a_t, b_t, d_t, f_t\) are input data. Once we choose the initial distribution \(\mu^X\) and the correlation \(\rho_t\), the probabilities \(p_t, q_t\) of the one-dimensional distributions are fully determined. Then we solve for \(\lambda_t(j, k), \ j \neq k, \ j, k = 1, 2, 3, 4\), such that \(\Lambda_t\) is a valid infinitesimal generator. In (3.5), there are 12 unknowns \(\lambda_t(j, k)\) and only 4 equalities. In general, there should be infinitely many combinations of \(\lambda_t(j, k)\).

Algebraically, if we choose at least 8 entries of \(\lambda_t(j, k)\) properly, the rest entries of \(\lambda_t(j, k)\) will be uniquely determined by the system (3.5). Otherwise, the linear system (3.5) is not solvable.
Remark 3.3.2. We can write down the system \((3.5)\) in the matrix form. The matrix has dimension 4-by-12. If we transform this matrix to the reduced row echelon form, we can interchange the leading terms without changing the solutions, for example, exchanging \(\lambda_t(1, 2)\) with \(\lambda_t(1, 4)\), or swapping \(\lambda_t(1, 3)\) and \(\lambda_t(1, 4)\). As a result, there are many possibilities for these free variables, but not in an arbitrary way.

Assume that we fix \(\lambda_t(1, 2), \lambda_t(1, 3), \lambda_t(1, 4), \lambda_t(2, 1), \lambda_t(2, 3), \lambda_t(3, 1), \lambda_t(3, 2), \lambda_t(4, 1)\). Because \(a_t, b_t, d_t, f_t \geq 0, \ t \geq 0\), in view of the system \((3.5)\), we have constraints on the individual jumps,

\[
0 \leq \lambda_t(1, 3) + \lambda_t(1, 4) \leq \frac{1}{1 - p_t - q_t + c_t} (a_t (1 - p_t) - \lambda_t(2, 3) (q_t - c_t))
\]

\[
0 \leq \lambda_t(3, 1) + \lambda_t(3, 2) \leq \frac{1}{p_t - c_t} (b_t p_t - \lambda_t(4, 1) c_t)
\]

\[
0 \leq \lambda_t(1, 2) + \lambda_t(1, 4) \leq \frac{1}{1 - p_t - q_t + c_t} (d_t (1 - q_t) - \lambda_t(3, 2) (p_t - c_t))
\]

\[
0 \leq \lambda_t(2, 1) + \lambda_t(2, 3) \leq \frac{1}{q_t - c_t} (f_t q_t - \lambda_t(4, 1) c_t),
\]

and constraints on the common jumps,

\[
0 \leq \lambda_t(2, 3) \leq \frac{1}{q_t - c_t} (a_t (1 - p_t) - (\lambda_t(1, 3) + \lambda_t(1, 4)) (1 - p_t - q_t + c_t))
\]

\[
0 \leq \lambda_t(3, 2) \leq \frac{1}{p_t - c_t} (d_t (1 - q_t) - (\lambda_t(1, 2) + \lambda_t(1, 4)) (1 - p_t - q_t + c_t))
\]

\[
0 \leq \lambda_t(4, 1) \leq \min \left( \frac{1}{c_t} (b_t p_t - (\lambda_t(3, 1) + \lambda_t(3, 2)) (p_t - c_t)), \frac{1}{c_t} (f_t q_t - (\lambda_t(2, 1) + \lambda_t(2, 3)) (q_t - c_t)) \right).
\]

Once \(\lambda_t(1, 2), \lambda_t(1, 3), \lambda_t(1, 4), \lambda_t(2, 1), \lambda_t(2, 3), \lambda_t(3, 1), \lambda_t(3, 2), \lambda_t(4, 1)\) are chosen such that \((3.6)\) and \((3.7)\) are satisfied, the remaining four entries \(\lambda_t(2, 4), \lambda_t(3, 4), \lambda_t(4, 2), \lambda_t(4, 3)\) are fully decided. Clearly, we have infinitely many combinations of \(\lambda_t(j, k), j \neq k\). Thus, given valid generators \(\Lambda_t^i, \ i = 1, 2\), the initial distribution \(\mu^X > 0\), and the correlation \(\rho_t\) satisfying \((3.4)\), we have a family of valid generators \(\Lambda_t\) for any \(t \geq 0\),

\[
\{ \Lambda_t \mid \Lambda_t \text{ is a valid generator, } \Lambda_t^i = \Theta_t^i \Lambda_t \Phi^i, \ i = 1, 2, \ t \in [t_0, T] \}.
\]
Algebraically, we can solve for a family \((\Lambda_t, t \geq 0)\) to satisfy (3.8). Now, suppose that we have the family \((\Lambda_t, 0 \leq t \leq T)\). We need to do reality check. Namely, the joint distributions between the components from the bottom-up approach is consistent with the one retrieved from the top-down approach, i.e., for \(t \in [0, T]\), \(x^1_t, x^2_t \in \{0, 1\}\), and \(\rho_t\) satisfies (3.4),

\[
\mathbb{P}
\left(
X^1_t = x^1_t, X^2_t = x^2_t; \rho_t
\right) = \sum_{(x^1_0, x^2_0) \in \mathcal{K}^2} \mathbb{P}(X_0 = (x^1_0, x^2_0)) P_{0,t}(x^1_t, x^2_t).
\]

By construction, the joint distributions obtained from the bottom-up approach strongly depend on the correlation \(\rho_t\). The conditions in Remark 3.3.1 are verified for each time \(t \geq 0\) solely. Whereas, Remark 3.3.1 says nothing about the successive correlations \(\rho_u, \rho_t, \rho_s, u \leq t \leq s\). On the other hand, in the top-down approach the correlation \(\rho_t\) between \(X^1_t\) and \(X^2_t\) is embedded in the process \(X = (X^1, X^2)\). It is reasonable to ask which correlation series \(\{\rho_t\}_{t \geq 0}\) will preserve the consistent property.

In what follows, we provide conditions on the correlation series \(\{\rho_t\}_{t \geq 0}\) which give the consistent joint distributions between the top-down approach and the bottom-up approach.

**Lemma 3.3.1.** Let \(0 \leq u \leq t \leq s\). Assume that \(P_{u,t} = [P_{u,t}(i, j)]_{i, j \in \mathbb{N}}, i, j \leq |\mathcal{K}^m|\) is a transition probability matrix. Then \(\lim_{s \to t} \|P_{u,s} - P_{u,t}\| = 0\) if and only if

\[
\lim_{s \to t} |P_{u,s}(i, j) - P_{u,t}(i, j)| = 0.
\]

**Proof.** Notice that all norms are equivalent in a finite-dimensional vector space. It suffices to take 2-norm,

\[
\|P_{u,s} - P_{u,t}\|_2^m = \sum_{i=1}^{|\mathcal{K}^m|} \sum_{j=1}^{|\mathcal{K}^m|} |P_{u,s}(i, j) - P_{u,t}(i, j)|^m \to 0,
\]

which is equivalent to \(|P_{u,s}(i, j) - P_{u,t}(i, j)|^m \to 0\). It is the same as

\[
\lim_{s \to t} |P_{u,s}(i, j) - P_{u,t}(i, j)| = 0.
\]
Although the bottom-up approach does not require that the correlation $\rho_t$ must be continuous in time, it is implicitly assumed in the top-down approach. Intuitively, when time proceeds continuously, the transition probability matrix $P_{t,s}$ also changes continuously in time as $P_{t,s}$ is a solution of differential equations. The correlations between the components cannot adjust substantially as time changes at the infinitesimal level. If we require the joint distributions obtained from the bottom-up approach and the top-down approach coincide, the correlation $\rho_t$ as a function of time must behave smoothly.

**Proposition 3.3.1.** Suppose that $(\Lambda_t, t \in [0, T])$ is obtained by the bottom-up approach. If for all $t \in [0, T]$, any $x_1^t, x_2^t \in \{0, 1\}$, the one-dimensional distribution of $X$ is consistent between the bottom-up approach and the top-down approach, then

$$
\lim_{s \to t} |\rho_s - \rho_t| = 0 \text{ for any } 0 \leq t \leq s.
$$

**Proof.** Since $\rho_t$ satisfies (3.4), the probability $\mathbb{P}(X_1^t = x_1^t, X_2^t = x_2^t; \rho_t)$ is well-defined. Assume that (3.9) holds for any $t \in [0, T]$. It suffices to consider for $x_1^t = 1$ and $x_2^t = 1$,

$$
\mathbb{P}(X_1^t = 1, X_2^t = 1; \rho_t) = p_t q_t + \rho_t \sqrt{p_t(1 - p_t)q_t(1 - q_t)},
$$

which is equivalent to

$$
\rho_t = \frac{\sum_{(x_1^0, x_2^0) \in \mathcal{K}^2} \mathbb{P}(X_0 = (x_1^0, x_2^0)) P_{0,t}^{(x_1^0, x_2^0)}(1,1) - p_t q_t}{\sqrt{p_t(1 - p_t)q_t(1 - q_t)}}.
$$

For simplicity, we define $h_t := \sqrt{p_t(1 - p_t)q_t(1 - q_t)}$. Let $x_0 = (x_1^0, x_2^0)$. Thus,

$$
|\rho_s - \rho_t|
$$
Proposition 3.3.2. Suppose that $P_{0,t}^{x_0,(1,1)}$ is consistent forward in time. In the following, we give one sufficient condition under which the one-dimensional approach. If for any $t \in [0, T]$ and for any $x \in K$, we conclude $\lim_{s \to t} |\rho_s - \rho_t| = 0$. □

However, the converse implication of Proposition 3.3.1 is not true in general. In the following, we give one sufficient condition under which the one-dimensional distribution of $X$ between the top-down approach and the bottom-up approach will be consistent forward in time.

**Proposition 3.3.2.** Suppose that $(\Lambda_t, t \in [0, T])$ is obtained by the bottom-up approach. If for any $t \in [0, T], x^1_t, x^2_t \in \{0, 1\}$, we have

$$P(X^1_t = x^1_t, X^2_t = x^2_t; \rho_t) = \sum_{(x^0_0, x^0_0) \in K^2} P(X_0 = (x^0_0, x^0_0)) P_{0,t}^{x^0_0,(1,1)}(x^1_t, x^2_t), \quad (3.10)$$

and for any $0 \leq t \leq s$ it holds that

$$\Theta_t^i P_{t,s} = \hat{\Theta}_t^i P_{t,s}, \quad i = 1, 2, \quad (3.11)$$

then we have for any $0 \leq t \leq s, x^1_s, x^2_s \in \{0, 1\},$

$$P(X^1_s = x^1_s, X^2_s = x^2_s; \rho_s) = \sum_{(x^0_0, x^0_0) \in K^2} P(X_0 = (x^0_0, x^0_0)) P_{0,s}^{x^0_0,(1,1)}(x^1_s, x^2_s).$$
Proof. We fix \( i \in \{1, 2\} \). For any \( x_t^i \in \mathcal{K} \) and \( x_s \in \mathcal{K}^2 \), it holds that

\[
\Theta^i_t \mathbf{P}_{t,s} \mathbf{1}_{\{(x_1^i, x_2^i)\}} (x_t^i) = \sum_{(x_1^i, x_2^i) \in \mathcal{K}^2} \frac{\mathbb{P}(X_t = (x_1^i, x_2^i); \rho_i)}{\mathbb{P}(X_t^i = x_t^i)} \mathbf{P}_{t,s} (x_1^i, x_2^i), (x_1^i, x_2^i)
\]

\[
= \sum_{(x_1^i, x_2^i) \in \mathcal{K}^2} \frac{\sum_{x_0^1 \in \mathcal{K}^2} \mathbb{P}(X_0 = (x_0^1, x_0^2)) \mathbf{P}_{0,t} (x_0^1, x_0^2), (x_1^i, x_2^i)}{\mathbb{P}(X_t^i = x_t^i)} \mathbf{P}_{t,s} (x_1^i, x_2^i), (x_1^i, x_2^i)
\]

\[
= \frac{1}{\mathbb{P}(X_t^i = x_t^i)} \sum_{(x_0^1, x_0^2) \in \mathcal{K}^2} \mathbb{P}(X_0 = (x_0^1, x_0^2)) \left( \sum_{(x_1^i, x_2^i) \in \mathcal{K}^2} \mathbf{P}_{0,t} (x_0^1, x_0^2), (x_1^i, x_2^i) \mathbf{P}_{t,s} (x_1^i, x_2^i), (x_1^i, x_2^i) \right)
\]

where the second equality comes from (3.10). For any \( x_t^i \in \mathcal{K} \) and \( x_s = (x_1^s, x_2^s) \in \mathcal{K}^2 \), we have

\[
\hat{\Theta}^i_t \Theta^i_s \mathbf{1}_{\{x_s\}} (x_t^i) = \Theta^i_t \mathbf{P}_{t,s} \Phi^i_s \Theta^i_s \mathbf{1}_{\{x_s\}} (x_t^i)
\]

\[
= \sum_{x_t^i \in \mathcal{K}} \left( \sum_{x_s \in \mathcal{K}^2} \mathbb{P}(X_0 = x_0) \mathbf{P}_{0,t} (x_0), x_s \mathbf{P}_{t,s} \Phi^i_s \mathbb{P}(X_s = x_s; \rho_s) \right) \left( \sum_{x_s \in \mathcal{K}^2} \mathbb{P}(X_0 = x_0) \mathbf{P}_{t,s} \Phi^i_s \mathbb{P}(X_s = x_s; \rho_s) \right)
\]

\[
= \frac{1}{\mathbb{P}(X_t^i = x_t^i)} \mathbb{P}(X_s = x_s; \rho_s).
\]

By (3.11) and \( \mathbb{P}(X_t^i = x_t^i) > 0 \), we have for any \( x_s = (x_1^s, x_2^s) \in \mathcal{K}^2 \),

\[
\mathbb{P}(X_s = (x_1^s, x_2^s); \rho_s) = \sum_{(x_0^1, x_0^2) \in \mathcal{K}^2} \mathbb{P}(X_0 = (x_0^1, x_0^2)) \mathbf{P}_{0,s} (x_0^1, x_0^2), (x_1^s, x_2^s).
\]

\[\square\]

In light of next proposition, we can construct a Markov structure forward in time with a given initial distribution.

**Proposition 3.3.3.** Let \( i \in \{1, 2, \ldots, m\} \). If for any \( 0 \leq t \leq u \leq s \), it holds that

\[
\Theta^i_t \mathbf{P}_{t,u} = \hat{\Theta}^i_t \Theta^i_u, \quad \text{and} \quad \Theta^i_u \mathbf{P}_{u,s} = \hat{\Theta}^i_u \Theta^i_s,
\]
then
\[ \Theta_i^j P_{t,s} = \hat{P}_{t,s} \Theta_s^j. \]

Proof. Since \( P_{t,s} \) and \( \hat{P}_{t,s} \), \( 0 \leq t \leq s \) are semigroups, we know
\[ \Theta_i^j P_{t,s} = \Theta_i^j P_{t,u} P_{u,s} = \hat{P}_{t,u} \Theta_u^j P_{u,s} = \hat{P}_{t,u} \hat{P}_{u,s} \Theta_s^j = \hat{P}_{t,s} \Theta_s^j. \]

In the bottom-up approach, we start with a given initial distribution and want to construct a Markov structure forward in time. In view of Proposition 3.3.2 and Proposition 3.3.3, if for all \( 0 \leq t \leq s \), (3.11) is satisfied continuously and forward, then for any \( t \in [0, T] \) the one-dimensional distribution of \( X \) obtained by the bottom-up approach will agree with the one obtained by the top-down approach. On the other hands, if we do not impose (3.11), then we have to find \( \rho_s, s \geq t \) such that

(i) \( \lim_{s \to t} |\rho_s - \rho_t| = 0; \)

(ii) \( \Lambda_s^i = \Theta_s^i \Lambda_0^i, s \geq 0; \)

(iii) the consistency property of one-dimensional distributions of \( X \) at time \( s \) holds.

However, under this circumstance it needs more computations in the bottom-up approach than the top-down approach.

3.4 Relation to Rogers and Pitman [RP81]

In this section, we connect our results to [RP81] and [BJN13, Example 3.2]. In [RP81], Rogers and Pitman provide one sufficient condition [RP81, Theorem 2] for (3.12) (see page 101), such that the function of a time-homogeneous Markov process is again a time-homogeneous Markov process. In [BJN13, Example 3.2], Bielecki et
provide an example showing that the coordinate process of a bivariate Markov chain is a time-inhomogeneous Markov chain.

As we will show, when we apply Rogers and Pitman’s conditions to the setup of [BJN13, Example 3.2], i.e., a bivariate Markov chain with coordinate projection, the resulting coordinate process is time-homogeneous. The objectives of this section are to discuss the inconsistency of homogeneity of the component processes, as well as the sufficient conditions provided by Rogers and Pitman, and to compare their results to [BJN13, Example 3.2], and to our Example 2.6.1, Example 2.6.2, and Example 2.6.3.

We start by summarizing the relevant contents in [RP81].

### 3.4.1 Relevant Results in Rogers and Pitman [RP81, Theorem 2]

Assume that $E$ is the $\sigma$-algebra of a state space $E$, and $(E, \mathcal{E})$ is a measurable state space. Let $(E', \mathcal{E}')$ be another measurable space. Suppose that $X = (X_t, t \geq 0)$ is an $E$-valued continuous time Markov process defined on a probability space $(\Omega, \mathcal{F}, P)$, with the initial distribution $\mu^X$ and the transition semigroup $(\tilde{P}_t, t \geq 0)$. Let $\phi$ be a measurable transformation, $\phi : E \to E'$. Rogers and Pitman studied the question of when $\phi \circ X$ is a Markov process.

Let $\tilde{\Lambda}$ be a Markov kernel from $E'$ to $E$,

$$\tilde{\Lambda} : (y, A) \to \tilde{\Lambda}(y, A), \quad y \in E', \ A \in \mathcal{E}.$$  

such that for every $y \in E'$, $\tilde{\Lambda}(y, \cdot)$ is a probability on $E$, and for each $A \in \mathcal{E}$, $\tilde{\Lambda}(\cdot, A) \in b\mathcal{E}'$, where $b\mathcal{E}'$ is the space of bounded measurable functions on $\mathcal{E}'$. One can view the kernel $\tilde{\Lambda}$ as an operator mapping $f \in b\mathcal{E}$ to $\tilde{\Lambda}f \in b\mathcal{E}'$, where $\tilde{\Lambda}f(y)$ is the $\tilde{\Lambda}(y, \cdot)$ integral of $f$.

Rogers and Pitman gave sufficient conditions for each $t \geq 0$, $A \in \mathcal{E}$,

$$\mathbb{P}(X_t \in A \mid \phi \circ X_u, \ 0 \leq u \leq t) = \tilde{\Lambda}(\phi \circ X_t, A) \quad \text{a.s.,} \quad (3.12)$$
then \( \phi \circ X_t \) is Markov with transition kernels \( \tilde{Q}_t \) defined by

\[
\tilde{Q}_t f = \tilde{\Lambda} \tilde{P}_t (f \circ \phi), \quad f \in b\mathcal{E}'.
\]

That is, using composition of kernels,

\[
\tilde{Q}_t = \tilde{\Lambda} \tilde{P}_t \Phi,
\]

where \( \Phi \) is the Markov kernel from \( \mathcal{E} \) to \( \mathcal{E}' \) which is induced by \( \phi \) according to the formula

\[
\Phi f = f \circ \phi, \quad f \in b\mathcal{E}'.
\]

Next theorem gives conditions under which \( \phi \circ X \) is a time-homogeneous Markov process.

**Theorem 3.4.1** ([RPS1, Theorem 2]). Suppose there is a Markov kernel \( \tilde{\Lambda} \) from \( \mathcal{E}' \) to \( \mathcal{E} \) such that

(i) \( \tilde{\Lambda} \Phi = I \), the identity kernel on \( \mathcal{E}' \),

(ii) for each \( t \geq 0 \) the Markov kernel \( \tilde{Q}_t = \tilde{\Lambda} \tilde{P}_t \Phi \) from \( \mathcal{E}' \) to \( \mathcal{E} \) satisfies the identity \( \tilde{\Lambda} \tilde{P}_t = \tilde{Q}_t \tilde{\Lambda} \).

Let \( X \) be Markov with semigroup \( (\tilde{P}_t, t \geq 0) \) and initial distribution \( \mu = \tilde{\Lambda}(y, \cdot) \), where \( y \in \mathcal{E}' \). Then (3.12) holds, and \( \phi \circ X \) is Markov with starting state \( y \) and transition semigroup \( (\tilde{Q}_t, t \geq 0) \).

Next, we apply Theorem 3.4.1 to the bivariate Markov chain \( X = (X^1, X^2) \), which takes values in \( E = E' \times E' \), where \( E' = \{0, 1\} \). Because the goal is to make both components \( X^1 \) and \( X^2 \) be Markov in their own filtrations respectively, Theorem 3.4.1 is required to hold true for both components \( X^i, i = 1, 2 \). We will
add superscript $i$ to the notations in Theorem 3.4.1 to distinguish conditions for each component.

Now, we consider $\phi^i$ as the coordinate projection, $\phi^i(X_t) = X^i_t$, $i = 1, 2$. The corresponding $\Phi^i$, $i = 1, 2$, is of the form,

$$\Phi^1 = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}, \quad \Phi^2 = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}. $$

We take the Markov kernels $\tilde{\Lambda}^i$, $i = 1, 2$, of the form,

$$\tilde{\Lambda}^1 = \begin{pmatrix}
\tilde{\Lambda}^1_{x=0,y=0} & \tilde{\Lambda}^1_{x=0,y=1} & 0 & 0 \\
0 & 0 & \tilde{\Lambda}^1_{x=1,y=0} & \tilde{\Lambda}^1_{x=1,y=1}
\end{pmatrix},$$

and

$$\tilde{\Lambda}^2 = \begin{pmatrix}
\tilde{\Lambda}^2_{x=0,y=0} & 0 & \tilde{\Lambda}^2_{x=0,y=1} & 0 \\
0 & \tilde{\Lambda}^2_{x=1,y=0} & 0 & \tilde{\Lambda}^2_{x=1,y=1}
\end{pmatrix},$$

where

$$0 \leq \tilde{\Lambda}^{i,x,y} \leq 1,$$

$$\sum_{y \in E} \tilde{\Lambda}^{i,x,y} = 1, \quad x^i \in E', \quad y \in E, \quad i = 1, 2.$$  

Then condition $(i)$ is satisfied for both components, $\tilde{\Lambda}^i\Phi^i = I$, $i = 1, 2$, where $I$ is an identity matrix.

**Remark 3.4.1.** If we order the state space in the same order and $\phi^i$ is the coordinate projection, there is no alternative form for $\Phi^i$, $i = 1, 2$. Once $\Phi^i$ is chosen, the
form of the corresponding $\tilde{\Lambda}^i$, $i = 1, 2$, is unique to make condition (i) satisfied, i.e., $\tilde{\Lambda}^i\Phi^i = I$.

**Remark 3.4.2.** In view of Theorem 3.4.1 and the form of $\tilde{\Lambda}^i$, $i = 1, 2$, if we ask that both components are Markov in their filtrations, the initial distribution of $X$ must be either $\mathbb{P}(X_0 = (0, 0)) = 1$ or $\mathbb{P}(X_0 = (1, 1)) = 1$.

In order to have condition (ii), we need to solve for the transition semigroup $\tilde{P}_t = \begin{bmatrix} \tilde{P}_t^{x,y} \end{bmatrix}_{x,y \in E} = \begin{bmatrix} \tilde{P}_t(j,k) \end{bmatrix}_{j,k=1,2,\ldots,|E|}$, which satisfies the following linear systems simultaneously,

$$\tilde{\Lambda}^i\tilde{P}_t = \tilde{Q}_t^i\tilde{\Lambda}^i, \quad i = 1, 2, \quad (3.13)$$

where

$$\tilde{Q}_t^i = \tilde{\Lambda}^i\tilde{P}_t\Phi^i. \quad (3.14)$$

More precisely, by replacing $\tilde{Q}_t^i$ from (3.14) to (3.13) the subsequent systems must hold true,

$$\tilde{\Lambda}^i\tilde{P}_t = \tilde{\Lambda}^i\tilde{P}_t\Phi^i\tilde{\Lambda}^i, \quad i = 1, 2. \quad (3.15)$$

In view of (3.15), both sides are $|E'|$-by-$|E|$ dimensional matrices. Comparing entry-wise of the matrices in both sides, there are at most $|E'| \times (|E| - |E'|) = 4$ equalities for each $i$. However, there are total 20 ($= 4+4+12$) unknowns, namely, $|E'| \times |E'| = 4$ from $\tilde{\Lambda}^i$, $i = 1, 2$, and $|E|^2 - |E|$ ($= 12$) from the common term $\tilde{P}_t$. Because the number of unknowns are greater than the number of equalities, generally the solution set of the linear systems is non-empty.
In view of (3.15), if \( i = 1 \) we have the following,

\[
\begin{align*}
\left( \tilde{P}_t(1, 1) + \tilde{P}_t(1, 2) - \tilde{P}_t(2, 1) - \tilde{P}_t(2, 2) \right) \alpha_1^2 \\
- \left( \tilde{P}_t(1, 1) - 2\tilde{P}_t(2, 1) - \tilde{P}_t(2, 2) \right) \alpha_1 - \tilde{P}_t(2, 1) = 0 \\
\left( \tilde{P}_t(3, 3) + \tilde{P}_t(3, 4) - \tilde{P}_t(4, 3) - \tilde{P}_t(4, 4) \right) \alpha_2^2 \\
- \left( \tilde{P}_t(3, 3) - 2\tilde{P}_t(4, 3) - \tilde{P}_t(4, 4) \right) \alpha_2 - \tilde{P}_t(4, 3) = 0 \\
(1 - \alpha_1) \left( \alpha_2 \tilde{P}_t(3, 1) + (1 - \alpha_2) \tilde{P}_t(4, 1) \right) - \alpha_1 \left( \alpha_2 \tilde{P}_t(3, 2) + (1 - \alpha_2) \tilde{P}_t(4, 2) \right) = 0 \\
(1 - \alpha_2) \left( \alpha_1 \tilde{P}_t(1, 3) + (1 - \alpha_1) \tilde{P}_t(2, 3) \right) - \alpha_2 \left( \alpha_1 \tilde{P}_t(1, 4) + (1 - \alpha_1) \tilde{P}_t(2, 4) \right) = 0,
\end{align*}
\]

(3.16)

where

\[
\alpha_1 := \tilde{\Lambda}^{1;0,(0,0)}, \quad \alpha_2 := \tilde{\Lambda}^{1;1,(1,0)}.
\]

If \( i = 2 \), the system is given by

\[
\begin{align*}
\left( \tilde{P}_t(1, 1) + \tilde{P}_t(1, 3) - \tilde{P}_t(3, 1) - \tilde{P}_t(3, 3) \right) \beta_1^2 \\
- \left( \tilde{P}_t(1, 1) - 2\tilde{P}_t(3, 1) - \tilde{P}_t(3, 3) \right) \beta_1 - \tilde{P}_t(3, 1) = 0 \\
\left( \tilde{P}_t(2, 2) + \tilde{P}_t(2, 4) - \tilde{P}_t(4, 2) - \tilde{P}_t(4, 4) \right) \beta_2^2 \\
- \left( \tilde{P}_t(2, 2) - 2\tilde{P}_t(4, 2) - \tilde{P}_t(4, 4) \right) \beta_2 - \tilde{P}_t(4, 2) = 0 \\
(1 - \beta_1) \left( \beta_2 \tilde{P}_t(2, 1) + (1 - \beta_2) \tilde{P}_t(4, 1) \right) - \beta_1 \left( \beta_2 \tilde{P}_t(2, 3) + (1 - \beta_2) \tilde{P}_t(4, 3) \right) = 0 \\
(1 - \beta_2) \left( \beta_1 \tilde{P}_t(1, 2) + (1 - \beta_1) \tilde{P}_t(3, 2) \right) - \beta_2 \left( \beta_1 \tilde{P}_t(1, 4) + (1 - \beta_1) \tilde{P}_t(3, 4) \right) = 0,
\end{align*}
\]

(3.17)

where

\[
\beta_1 := \tilde{\Lambda}^{2;0,(0,0)}, \quad \beta_2 := \tilde{\Lambda}^{2;1,(0,1)}.
\]

Since we ask both components of \( X \) to be Markovian in their filtrations, the semigroup \( \tilde{P}_t \) needs to satisfy the system (3.16) and the system (3.17) simultaneously.
with appropriate variables $\alpha_1$, $\alpha_2$, $\beta_1$, $\beta_2$. Note that all these quadratic equations in the systems (3.16) and (3.17) have the properties that when the variable is 0, the function has non-positive value; when the variable is 1, the function has non-negative value. For example,

$$\alpha_1 = 0 : \quad -\tilde{P}_t(2,1) \leq 0$$

$$\alpha_1 = 1 : \quad \tilde{P}_t(1,2) \geq 0,$$

which is equivalent to $-\tilde{P}_t(2,1) \cdot \tilde{P}_t(1,2) \leq 0$. By intermediate value theorem each quadratic equation has only root in the interval $(0,1)$.

In the sequel, we restrict ourselves to the generator of $X$ of the form,

$$\Lambda = \begin{pmatrix} (0,0) & (0,1) & (1,0) & (1,1) \\ (0,0) & -(a + b + c) & a & b & c \\ (0,1) & 0 & -d & 0 & d \\ (1,0) & 0 & 0 & -f & f \\ (1,1) & 0 & 0 & 0 & 0 \end{pmatrix},$$

(3.18)

where $a, b, c, d, f \geq 0$. The analytic solution of $\tilde{P}_t$ can be obtained by solving the Kolmogorov forward equation,

$$\frac{\partial}{\partial t} \tilde{P}_t = \tilde{P}_t \Lambda, \quad \tilde{P}_t = I_{[E \times [E]},$$

$$\tilde{P}_t = \begin{pmatrix} (0,0) & (0,1) & (1,0) & (1,1) \\ (0,0) & e^{-(a+b+c)t} & \tilde{P}_t(1,2) & \tilde{P}_t(1,3) & \tilde{P}_t(1,4) \\ (0,1) & 0 & e^{-dt} & 0 & 1 - e^{-dt} \\ (1,0) & 0 & 0 & e^{-ft} & 1 - e^{-ft} \\ (1,1) & 0 & 0 & 0 & 0 \end{pmatrix},$$

where

$$\tilde{P}_t(1,2) = \frac{a}{a + b + c - d} \left( e^{-dt} - e^{-(a+b+c)t} \right)$$
\[ P_t(1,3) = \frac{b}{a+b+c-d} \left( e^{-ft} - e^{-(a+b+c)t} \right) \]
\[ P_t(1,4) = 1 - \frac{1}{a+b+c-d} \left( ae^{-dt} + be^{-ft} + (c-d)e^{-(a+b+c)t} \right) \]

To satisfy (3.15), the only Markov kernels \( \tilde{\Lambda}_i \), \( i = 1,2 \), are given by

\[
\tilde{\Lambda}_1 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

(3.19)

and

\[
\tilde{\Lambda}_2 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 1
\end{pmatrix}.
\]

Then, we have the semigroup of each component \( X^i \), \( i = 1,2 \),

\[
\tilde{Q}_t^1 = \begin{pmatrix}
0 & 1 \\
1 & 0 & 1 \end{pmatrix}, \quad \tilde{Q}_t^2 = \begin{pmatrix}
0 & 1 \\
1 & 0 & 1 \end{pmatrix}
\]

and recover the generator of each component,

\[
\Lambda^1 = \begin{pmatrix}
0 & 1 \\
1 & -d & d
\end{pmatrix}, \quad \Lambda^2 = \begin{pmatrix}
0 & 1 \\
1 & -f & f
\end{pmatrix},
\]

which are time-homogeneous. Furthermore, in view of \( \tilde{\Lambda}_1 \) and \( \tilde{\Lambda}_2 \), we know the initial distribution of \( X \) is \( P(X_0 = (1,1)) = 1 \). That is, both components start at the absorbing state 1 with probability 1. Clearly, this bivariate Markov chain will stay in state \((1,1)\) forever, and it behaves like a constant process. Accordingly, its component stays in state 1 and will not change. Thus, the components are surely Markov in their own filtrations, respectively.
Theorem 3.4.1 provides sufficient conditions to verify if $\phi^i(X)$ is Markov in its filtration. If we confine ourselves to a class of generators like (3.18), the bivariate Markov chains solved by Rogers and Pitman’s conditions are not helpful in our situations, where we want the bivariate Markov chain to start at non-absorbing state.

3.4.2 Discussions. Let us start by recalling the following example from [BJN13].

Example 3.4.1 (Example 3.2 in [BJN13]). Let the infinitesimal generators of $X^1$ and $X^2$ be given by

$$
\Lambda^1_t = \begin{pmatrix}
0 & 1 \\
1 & 0 & (b+c) - \alpha_t
\end{pmatrix},
\Lambda^2_t = \begin{pmatrix}
0 & 1 \\
1 & 0 & (a+c) - \beta_t
\end{pmatrix},
$$

where with $a, b, c > 0$,

$$
\alpha_t = \frac{ac}{a+c}e^{-bt} \left(1 - e^{-(a+c)t}\right),
\beta_t = \frac{bc}{b+c}e^{-at} \left(1 - e^{-(b+c)t}\right).
$$

It is shown that a valid generator $\Lambda$ of $X$ given by

$$
\Lambda = \begin{pmatrix}
(0,1) & (1,0) & (1,1) \\
(0,0) & -(a+b+c) & a & b & c \\
(0,1) & 0 & -b & 0 & b \\
(1,0) & 0 & 0 & -a & a \\
(1,1) & 0 & 0 & 0 & 0
\end{pmatrix},
$$

is a solution to the analytic necessary condition of the weak Markovian consistency,

$$
\Lambda^i_t = Q^i_t \Lambda \Phi^i, \quad i = 1, 2.
$$
Since $\Lambda^i_t$ depends on time $t$, the component $X^i$ is time-inhomogeneous. It is implied in this example that the process $X$ starts with the initial distribution $\mathbb{P}(X_0 = (0, 0)) = 1$.

The generator $\Lambda$ in (3.18) is a generalization of [BJN13, Example 3.2], and a special case of Example 2.6.3 on page 74. In Example 2.6.3 we have shown that as long as the bivariate Markov chain starts with the initial distribution $\mathbb{P}(X_0 = (0, 0)) = 1$, both components of $X$ are Markovian in their filtrations. Whereas in Example 2.6.3 we do not compute the generator of each component explicitly. We state the generator is given by

$$\Lambda^i_t = \Theta^i_t \Lambda_t \Phi^i, \quad t \geq 0, \ i = 1, 2.$$ 

Even $\Lambda_t$ does not depend on $t$, $\Lambda^i_t$ still depends on $t$ due to $\Theta^i_t$.

[BJN13, Example 3.2] assumes $\mathbb{P}(X_0 = (0, 0)) = 1$. Bielecki et al. give analytical formulations (3.20) and (3.21) for $\Lambda^i_t$, $i = 1, 2$, and verify that each component is Markovian in its own filtration with the given infinitesimal generator. In view of (3.20) and (3.21), $\Lambda^i_t$, $i = 1, 2$, clearly depends on $t$. Thus both components of $X$ are time-inhomogeneous.

Given generator $\Lambda$ by (3.18), the bivariate Markov chain obtained by [RP81, Theorem 2], however, has initial distribution $\mathbb{P}(X_0 = (1, 1)) = 1$. Besides, both components are time-homogeneous.

There are two layers of information from these examples. First, given the time-homogeneous generator $\Lambda$ with the structure in (3.22), we have at least two bivariate Markov chains whose every component is a Markov chain. One bivariate Markov chain starts at state $(1, 1)$ with probability 1, and another bivariate Markov chain begins with the initial distribution $\mathbb{P}(X_0 = (0, 0)) = 1$. Because the initial distributions are not identical, it is likely the resulting components are different. Thus, the generators $\Lambda^i_t$, $i = 1, 2$, for these two Markov chains will not be the same. We use these examples
to emphasize how the initial distributions of $X$ lead to distinct components of $X$.

Second, given the same initial distribution $\mathbb{P}(X_0 = (0,0)) = 1$ and two different generators in (3.18) and in (3.22) we have two different bivariate Markov chains. Both Markov chains have time-inhomogeneous Markovian components whose generators are given by $\Theta_i^t \Lambda_i \Phi^i$, $t \geq 0$, $i = 1, 2$, respectively. These generators $\Lambda_i^t$’s are not necessarily the same.

In view of Theorem 2.5.2 on page 56, our condition is formulated in terms of the operator $\Theta_i^u$, $u \geq 0$. Whereas in [RP81, Theorem 2], their condition is given by the initial distribution $\tilde{\Lambda}^t$. Now, if we restrict our Example 2.6.2 to a time-homogeneous generator $\Lambda$, then we recover the results (3.19) and thereinafter.

3.5 Conclusions and Future Work

How to construct Markov structures efficiently is one of the main subjects in Markov structures theory. We present an example to show an alternative method to construct Markov structures. Unlike the top-down approach, the bottom-up approach establishes the one-dimensional distributions of $X$ by the joint distributions of its components at every time $t \geq 0$. As shown, the continuity of the correlation series is necessary for the consistency in the one-dimensional distributions. By the bottom-up approach we need sufficient conditions to have the consistent one-dimensional distributions. We show that the condition in Theorem 2.5.2 regarding Markovian consistency theory is also a sufficient condition to preserve consistent one-dimensional distributions.

Although the bottom-up approach is not as intuitive as the top-down approach and does not produce promising results, we use this example to draw attentions to the difference between the Markov structures theory and the classical copulae and

\[ ^7 \text{We take (3.22) as a special case of Example 2.6.3, then the results follow.} \]
Sklar Theorem. In the classical copulae, it concerns about the finite dimensional multivariate random variables preserving the marginal distributions. Whereas, in the Markov structures theory we study the components with the prescribed laws as stochastic processes. Markov structures theory certainly incorporates the dependence structures that classical copulae do not include.

Future work

The core issue of Markov structures is to find the solutions for Markov structures effectively. The future work is summarized below.

• To design an efficient algorithm to solve for the solutions of Markov structures
  Given prescribed marginal laws, in order to solver for the solutions of Markov structures, one needs to solve a system of linear equations, that is related to the functional of the generator. In general, the analytical solution of the semigroup is unavailable. Solving for Markov structures is a non-trivial research problem. An efficient method to identify all feasible solutions is therefore a necessity and a topic to work on.

• To study the sufficient conditions for the bottom-up approach
  In the bottom-up approach, we showed that the continuity of the correlation between the one-dimensional distributions in time is necessary for that, the consistency property in one-dimensional distributions will be satisfied in the future. We need to impose additional conditions to have the consistency property. We believe that the bottom-up approach is more practical than the top-down approach. The future work is to investigate the necessary and sufficient conditions in terms of correlations. If this question can be answered, one may extend the binomial case to the multinomial distribution.

• To develop other approaches to solve for the solutions of Markov structures
We proposed the bottom-up approach to solve for the Markov structures. In this approach, we start from a given initial distribution and want to solve the linear equations forward in time. If we already know that some initial distribution guarantees a solution of Markov structures, this approach will be useful to identify the solutions. However, if one has limited knowledge about the initial distribution, this approach may not be useful at all. Therefore, it remains an open question to develop a method to solve for the solutions of Markov structures.
CHAPTER 4
APPLICATIONS TO SYSTEMIC RISK

4.1 Introduction

In this chapter, we apply the Markov structures framework to study systemic risk. In particular, we propose a novel approach to model and to measure systemic risk.

We consider a financial system consisting of a finite number of financial institutions. In general, each financial institution has a corporate credit rating to reflect its current financial stability. For example, the Moody’s global long-term rating scale is \{Aaa, Aa, A, Baa, Ba, B, Caa, Ca, C\}. A financial institution rated C is in default. Next, we introduce a joint credit migration process whose components are the credit ratings of financial institutions in this financial system. This joint credit migration process contains full information about the interconnections of its components. In our setup, we model the joint migration process as a Markov structure. Each individual rating migration process is therefore a Markov chain itself. The laws of these individual migration processes are identical to the prescribed laws which are obtained from the data provided by the rating agencies. Thus in our approach, the joint migration process encodes the evolution of interdependencies between financial stability of the individual institutions.

Since financial institutions are connected and receiving the same financial services from common markets or intermediaries, the migration of financial stability for one financial institution has a direct or an indirect impact on the other financial institutions. Generally speaking, the phenomenon in which a shock from one financial institution is transmitted to another financial institution is called domino effect or
In our framework, this transmission mechanism can be introduced by imposing conditions on the joint credit migration process. Saying differently, in order to present the contagious phenomenon, we consider weak-only Markov structures to model the joint credit migration process. Thus, the credit migration of one financial institution is allowed to affect the credit migrations of other financial institutions. Accordingly, we construct two measures to quantify systemic risk and the stochastic dependence between the financial institutions within this financial system.

The outline of this chapter is as follows. In Section 4.2 preliminaries are set up, and the concepts of independence and dependence in terms of infinitesimal generator of the joint credit migration process are introduced. In Section 4.3 we provide an example to explain why we consider weak-only Markov structure, and how this structure relates to the contagion of financial shocks. In Section 4.4 we define the systemic risk measure and systemic dependence measure. We explain the financial meanings behind these measures. Section 4.5 is the numerical analysis to our systemic dependence and systemic risk measures. We conclude this chapter and discuss future work in Section 4.6.

4.2 Preliminaries

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete underlying probability space. We consider a financial system consisting of \(m\) financial institutions. Without loss of generality, we categorize the corporate credit rating scales to a finite state space \(K = \{0, 1, \ldots, K\}\). By convention, the state \(K\) is the default state\(^9\). Suppose that \(Y^i, i = 1, 2, \ldots, m\), are Markov chains taking values in \(K\). Each \(Y^i\) represents the evolution of credit

---

8In literature, there are serious debates on the definitions of contagion and spillovers. These definitions are model-dependent. Here, instead of giving precise definitions, we want to introduce the concept of financial chain reactions.

9We do not postulate that the default state is necessarily an absorbing state.
ratings of the \( i \)th financial institution. Recall that \( \mathcal{M} = \{1, 2, \ldots, m\} \). Assume that for every \( i \in \mathcal{M} \), \( Y^i \) is generated by the infinitesimal generator matrix function \( \Lambda_i^t = [\lambda_i^{x,y}]_{x',y' \in \mathcal{K}} \), \( t \geq 0 \). The function \( \lambda_i^{x,y} \) measures at time \( t \) how quickly the transition from state \( x^i \) to state \( y^i \) happens.

We model the joint credit migration process as a weak-only Markov structure. Now, let a continuous time multivariate Markov chain \( X = (X^1, X^2, \ldots, X^m) \) take values in \( \mathcal{K}^m \) with initial distribution \( \mu^X \). We want to construct the infinitesimal generator matrix function \( \Lambda_t = [\lambda^{x,y}]_{x,y \in \mathcal{K}^m} \), \( t \geq 0 \) of \( X \), such that \( X \) is weak-only Markovian consistent. That is, each component \( X^i \) of \( X \) is Markovian. Necessarily \( X^i \) has the same law as \( Y^i \),

\[
\Lambda_i^t = \Theta_i^t \Lambda_i \Phi_i^i, \quad t \geq 0, \ i \in \mathcal{M}.
\]

Note that \( \Theta_i^t \) depends on the initial distribution of \( X \). Then, we solve for \((\Lambda_t, t \geq 0)\) such that the above conditions are satisfied.

As mentioned in Chapter 3, there always exists one \((\Lambda_t, t \geq 0)\) satisfying the conditions of Markov structures. In general, such a solution \((\Lambda_t, t \geq 0)\) is not unique. Each \((\Lambda_t, t \geq 0)\) has a distinct structure and features its own interdependencies between the components of \( X \). In particular, if we have sufficient market information or financial products, we may calibrate one solution \((\Lambda_t, t \geq 0)\) that resembles the current interdependencies between credit ratings of financial institutions. When more than one solution \((\Lambda_t, t \geq 0)\) exists, there is a potential for nonzero systemic risk caused by the dependence structures. We create a relevant systemic risk measure to assess this risk.

In what follows, we explain independence and dependence between the components of \( X \) in terms of the infinitesimal generator matrix function of \( X \).
Independence and Dependence Between the Components of $X$

Before we define independence in terms of the generator structures, we would like to introduce two notations. Let $I$ be the identity of dimension $|\mathcal{K}|$. Recall that $m$ is a finite natural number. The $m$th tensor power (or the Kronecker product) of $I$ is the $m$-fold tensor product of $I$,

$$I^\otimes m := I \otimes \cdots \otimes I.$$

The notation $I^\otimes_{m,j}$ is reserved for replacing the $j$th matrix $I$ by some matrix $A$ whose dimension is the same as $I$,

$$I^\otimes_{m,j} := I \otimes \cdots \otimes A \otimes \cdots \otimes I.$$

The important results in [BJN, Lemma 3.1 and Theorem 3.2] show that, if the semigroup of $X$ is the tensor product of the semigroups from the components, then the components of $X$ are conditional independent given $\mathcal{F}_T$. We apply these results to our setup, and by the fact that condition $(P)$ is equivalent to condition $(M)$. We can show that if the infinitesimal generator of $X$ is the tensor product of the infinitesimal generators from the components, then the components of $X$ are independent. Thus, we now formally give the definition of independence between the components of $X$ by means of infinitesimal generator of $X$.

**Definition 4.2.1 (Independence).** Let $(\Lambda_t, t \geq 0)$ be a valid infinitesimal generator matrix function of $X$. We say that the components of $X$ are independent if $\Lambda_t$ admits the representation,

$$\Lambda_t = \sum_{j=1}^{m} I^\otimes_{m,j} = \sum_{j=1}^{m} I \otimes \cdots \otimes A_{j}^{t} \otimes \cdots \otimes I, \quad t \geq 0,$$

where every $A_{j}^{t}$, $j = 1, 2, \ldots, m$ is a valid generator matrix function with the same dimension as $I$. 

Note that, an infinitesimal generator given by (4.1) satisfies condition (M).

Indeed, we can use

\[ \Lambda_t \Phi^i, \quad t \geq 0, \ i = 1, 2, \ldots, m, \]

to examine this property. Thus, the corresponding multivariate Markov chain is strongly Markovian consistent.

\subsection{Contagion}

In this section, we give an example to explain why we consider a joint credit migration process as a weak-only Markov structure. Meanwhile, we use this example to give intuitions about the meaning of contagion in our framework, and to elucidate how the weak-only Markovian consistency relates to contagion.

\textbf{Example 4.3.1.} Consider a joint credit migration process \( X = (X^1, X^2) \) generated by \( \Lambda_t, \ t \geq 0 \)

\[ \Lambda_t = \begin{bmatrix} \lambda_{0,0}^t & \lambda_{0,1}^t & \lambda_{1,0}^t & \lambda_{1,1}^t \\ \lambda_{0,0}^t & \lambda_{0,1}^t & \lambda_{1,0}^t & \lambda_{1,1}^t \end{bmatrix} = 
\begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
(0,0) & -(a_t + c_t + d_t) & d_t & a_t & c_t \\
(0,1) & f_t & -(a_t + f_t) & 0 & a_t \\
(1,0) & b_t & 0 & -(b_t + d_t) & d_t \\
(1,1) & 0 & b_t & f_t & -(b_t + f_t) 
\end{pmatrix}, \]

(4.2)

where \( a_t, b_t, c_t, d_t, f_t \geq 0. \)

It should be noted that in general this process \( X \) is not Markovian consistent. However, under some additional assumptions on functions \( a, b, c, d, f \), the process \( X \) is strongly Markovian consistent, weakly Markovian consistent, or weak-only Markovian consistent. For such examples see for instance Chapter 2.

Next we will argue that the strongly Markovian consistency excludes contagion between the components of \( X \).
At time $t$, the infinitesimal rate of transitions for the component $X^1$ from state 0 to state 1 is

$$\lambda_t^{(0,0),(1,0)} + \lambda_t^{(0,0),(1,1)} = a_t + c_t, \quad \text{if } X^2_t = 0,$$

$$\lambda_t^{(0,1),(1,0)} + \lambda_t^{(0,1),(1,1)} = a_t, \quad \text{if } X^2_t = 1. \tag{4.3}$$

If $c_t = 0$, then both results are the same. Thus, the state of $X^2_t$ is irrelevant. Similarly, at time $t$ the rates of jumps for $X^1$ from state 1 to state 0 are identical,

$$\lambda_t^{(1,0),(0,0)} + \lambda_t^{(1,0),(0,1)} = b_t, \quad \text{if } X^2_t = 0,$$

$$\lambda_t^{(1,1),(0,0)} + \lambda_t^{(1,1),(0,1)} = b_t, \quad \text{if } X^2_t = 1.$$

Thus, the infinitesimal rates of jumps for $X^1$ from any state to the other states do not depend on the state of $X^2_t$.

Likewise, if $c_t = 0$, the state of $X^1_t$ does not influence the transition rate of $X^2$ from state 0 to state 1,

$$\lambda_t^{(0,0),(0,1)} + \lambda_t^{(0,0),(1,1)} = d_t + c_t, \quad \text{if } X^1_t = 0,$$

$$\lambda_t^{(1,0),(0,1)} + \lambda_t^{(1,0),(1,1)} = d_t, \quad \text{if } X^1_t = 1, \tag{4.4}$$

and the transition rate of $X^2$ from state 1 to state 0,

$$\lambda_t^{(0,1),(0,0)} + \lambda_t^{(0,1),(1,0)} = f_t, \quad \text{if } X^1_t = 0,$$

$$\lambda_t^{(1,1),(0,0)} + \lambda_t^{(1,1),(1,0)} = f_t, \quad \text{if } X^1_t = 1.$$

We say that there is no contagion between $X^1$ and $X^2$. In fact, condition $[M]$ is satisfied, thus the process $X$ is strongly Markovian consistent. This is the reason we rule out the structures with strong Markovian consistency.

Instead, if $c_t > 0$, given the state of $X^2_t$ the rates of jumps for $X^1$ from state 0 to state 1 in (4.3) are different. The state of $X^2_t$ will have an impact on how $X^1$ jumps from state 0 to state 1. Similarly, the state of $X^1_t$ affects the rate of transitions for $X^2$ from state 0 to state 1 in (4.4). Then we say there exists contagion between $X^1$ and $X^2$. 
Remark 4.3.1. Note that in general the common jump factor with zero value, for example $c_t = 0$, does not imply that the components cannot jump simultaneously, or the probability of the common jump is zero. The probability of the common jump depends on the structure of $\Lambda_t$. We need to check the corresponding transition matrix. Actually, given functions $a, b, d, f > 0$ and $c = 0$ in (4.2) the probabilities of all common jumps are nonzero.

4.4 Systemic Risk Measure and Systemic Dependence Measure

Recall that $\{Y^1, \ldots, Y^m\}$ is a collection of Markov chains with generators $\Lambda^i_{u}$, $u \geq 0$. We construct a valid infinitesimal generator $(\Lambda^T_{u}, u \geq 0)$ by

$$\Lambda^T_{u} = \sum_{j=1}^{m} \mathbb{1}_{\Lambda^j_{u}}, \quad u \geq 0.$$ 

In view of the Kolmogorov Existence Theorem, on the same probability space $(\Omega, \mathcal{F}, \mathbb{P})$ there exists a unique multivariate Markov chain $X = (X^1, \ldots, X^m)$ generated by $(\Lambda^T_{u}, u \geq 0)$. If we take the initial distribution $\mu^X$ identical to $\mu^Y$, then each $X^i$ has the same law as $Y^i$. Therefore, we know from Section 4.2.1 that a joint credit migration process modeled by $(\Lambda^T_{u}, u \geq 0)$ has independent components. We say this joint credit migration process has independent structure. We denote by $\mathcal{I}$ the independence structure and call this financial system with fully independent financial institutions as the neutral financial system.

Now, we denote by $z \in \mathcal{K}$ the state corresponding to some credit rating. Let $z$, $0 \leq t \leq T < \infty$, and $h \in \mathcal{M}$ be fixed. We want to compute the conditional probability that, at future time $T$, at least $h$ financial institutions being in credit rating $z$ conditional on the information available at time $t$. That is,

$$\mathbb{P}\left(\sum_{j=1}^{m} \mathbb{1}_{\{X^j_{T,z} = z\}} \geq h \mid X^T_t\right), \quad z \in \mathcal{K}, \ h \in \mathcal{M}, \ 0 \leq t \leq T. \quad (4.5)$$

Note that the constructed generator $(\Lambda^T_{u}, u \geq 0)$ satisfies condition [M] thus $X$ is
strongly Markovian consistent. We want to emphasize that there is no contagion for this joint credit migration process with independent individual credit evolutions.

Since we model the joint credit migration process $X$ as a weak-only Markov structure for $\{Y^1, \ldots, Y^m\}$, the components of $X$ are Markovian and respectively generated by

$$
\Lambda_u^i = \Theta_u^i \Lambda_u \Phi^i, \quad u \geq 0, \ i \in \mathcal{M}.
$$

If a nontrivial solution $(\Lambda_u^D, u \geq 0)$ exists, that is a solution different from $(\Lambda_u^I, u \geq 0)$, it defines a dependence structure, say $D$. Accordingly, we compute the conditional probability

$$
\mathbb{P} \left( \sum_{j=1}^m 1_{\{X^D_{T,j} = z\}} \geq h \mid X^D_t = x \right), \quad z \in \mathcal{K}, \ h \in \mathcal{M}, \ 0 \leq t \leq T, \quad (4.6)
$$

where $X^D$ is generated by $(\Lambda_u^D, u \geq 0)$. Since $X^D$ is weak-only Markovian consistent, the structure $D$ is different from structure $I$. In particular, this joint credit migration process models contagion between the individual credit evolutions.

Before we introduce the following definitions, let $\mathcal{X}$ denote the collection of Markov chains with values in $\mathcal{K}^m$. We give a definition for systemic risk measure.

**Definition 4.4.1 (Systemic Risk Measure).** Let $z = (z_1, z_2, \ldots, z_m) \in \mathcal{K}^m$ be fixed. We define a function $\nu^z : [0, \infty) \times [0, T] \times \mathcal{M} \times \mathcal{X} \times \mathcal{K}^m \to [0, 1]$,

$$
\nu^z \big( T, t, h, X^D, x \big) := \mathbb{P} \left( \sum_{j=1}^m 1_{\{X^D_{T,j} = z_j\}} \geq h \mid X^D_t = x \right).
$$

In particular, if every $z_i$ is the corresponding default rating, we call this function the systemic risk measure.

When each $z_i$ is the corresponding default rating, we define the systemic dependence measure as the difference between (4.5) and (4.6). Saying differently, we normalize the dependence structure with respect to the independence structure.
Definition 4.4.2 (Systemic Dependence Measure). Suppose that \( \{Y^1, Y^2, \ldots, Y^m\} \) is a collection of Markov chains, and \( X^D \) is a Markov structure for \( \{Y^1, Y^2, \ldots, Y^m\} \). Assume that \( (\Lambda_u, u \geq 0) \) is the generator of \( X^D \). Let \( z = (z_1, z_2, \ldots, z_m) \in K^m \) be fixed. We define a function \( \rho^z : [0, \infty) \times [0, T] \times \mathcal{M} \times X \times K^m \to [-1, 1] \),

\[
\rho^z (T, t, h, X^D, x) := \nu^z (T, t, h, X^D, x) - \nu^z (T, t, h, X^I, x).
\]

In particular, if every \( z_i \) is the corresponding default rating, we call this function the **systemic dependence measure**.

We argue that using only systemic risk measure to monitor systemic risk is not enough. As we will see, different dependence structures might contribute to the same level of systemic risk measure. Consequently, we propose to use the pair \((\nu^z (T, t, h, X^D, x), \rho^z (T, t, h, X^D, x))\), that takes into account the dependence structure, as a measure to monitor systemic risk.

From now we take \( K \) to denote the default rating and we will compute \((\nu^z, \rho^z)\) for \( z = (K, \ldots, K) \).

The systemic dependence measure depends on \( T, t, h \) and \( D \). Given \( T, t, h \) and \( D \), we measure the difference of two conditional probabilities of a certain event, that is related to the total number of components \( X^i \)'s in the default state at some future time \( T \), based on the information available at current time \( t \). It should be noted that the systemic dependence measure is evaluated based on different dependence structures. We compare the conditional probability of this event under a joint credit migration process with contagious mechanism to the conditional probability of the same event under a joint credit migration process without contagion.

Financially speaking, when we fix \( h = m \) and \( T \), the event of interest is all financial institutions in default at some future time \( T \). This financial system will be in **Armageddon** at some future time \( T \). We call this circumstance **systemic risk**. It
follows that the systemic dependence measure depends on \( t, X_t \). In view of (4.7), at time \( t \) and \( X_t^D = x \), if the systemic dependence measure \( \rho^z (T, t, h, X^D, x) > 0 \), it means that the probability of all financial institutions in default rating at future time \( T \) under a joint credit migration process allowing contagion is strictly larger than the probability of the same event under the process with independent components. In other words, a financial system with transmission mechanism has greater exposure to the risk in Armageddon. Under this dependence structure, the financial system is no better than the neutral financial system. We say for the pair \((t, x)\), this financial system with dependence structure \( D \) is of unfavorable systemic dependence.

At time \( t \) and \( X_t^D = x \), if the systemic dependence measure \( \rho^z (T, t, h, X^D, x) = 0 \), it means that the financial system with contagion mechanism behaves like the neutral financial system. Then we call this financial system with dependence structure \( D \) a neutral systemic dependence for the pair \((t, x)\). By analogy, if at time \( t \) and \( X_t^D = x \) the systemic dependence measure \( \rho^z (T, t, h, X^D, x) < 0 \), it suggests that the financial system with transmission mechanism has less exposure to the risk of simultaneously default at future time \( T \). This financial system benefits from the current dependence structure. We say that for the pair \((t, x)\) this financial system with dependence structure \( D \) has favorable systemic dependence.

For simplicity we take \( t = 0 \) and \( X_0^D = x \). That is, we evaluate the potential of the initial systemic dependence for the financial system. Now, the systemic dependence measure of interest is a function of \( T, m \) and \( X \). The systemic dependence measure is given by

\[
\rho^z (T, 0, m, X^D, x) = \mathbb{P} \left( \sum_{j=1}^{m} \mathbb{1}_{\{X^D_j = K\}} \geq m \ \bigg| \ X_0^D = x \right) - \mathbb{P} \left( \sum_{j=1}^{m} \mathbb{1}_{\{X^I_j = K\}} \geq m \ \bigg| \ X_0^I = x \right).
\]

According to the sign of this systemic dependence measure, we categorize the depen-
dence status of the financial system to the following:

\[ \rho \left( T, 0, m, X^D, x \right) \begin{cases} 
> 0, & \text{unfavorable systemic dependence;} \\
= 0, & \text{neutral systemic dependence;} \\
< 0, & \text{favorable systemic dependence.}
\end{cases} \]

**Remark 4.4.1.** In general, the weak-only Markov structure for \{Y^1, \ldots, Y^m\} is not unique. Namely, in general, there may be more than one solution \((\Lambda_u, u \geq 0)\) of

\[ \Lambda^i_u = \Theta^i_u \Lambda_u \Phi^i, \quad u \geq 0, \; i \in \mathcal{M}, \]

which produces a weak-only Markov structure. Any such solution \((\Lambda_u, u \geq 0)\) features unique dependence between the components of the joint credit migration process. These solutions may be found numerically and are used to simulate the evolution of \(X\) that illustrates the dependence between its components. A practical goal is to calibrate \((\Lambda_u, u \geq 0)\) with the data coming from the financial system. One approach is using the prices of the exchange-traded basket products to calibrate, for instance, the Markit CMBX index references a basket of 25 commercial mortgage-backed securities.

We end this section with providing an important property of our systemic dependence measure.

**Theorem 4.4.1 (Law invariance).** Assume that \(X^D, X^{D'}\) are Markov structures for \{Y^1, Y^2, \ldots, Y^m\}. If \(X^D, X^{D'}\) have the same law with respect to \(P\), then we have

\[ \rho \left( T, t, h, X^D, x \right) = \rho \left( T, t, h, X^{D'}, x \right), \quad z, x \in \mathcal{K}^m, \; 0 \leq t \leq T, \; h \in \mathcal{M}. \]

**Proof.** Note that \(X^D, X^{D'}\) are multivariate Markov chains. We denote by \(\Lambda^D_u\) and \(\Lambda^{D'}_u, \; u \geq 0\) the infinitesimal generators of \(X^D\) and \(X^{D'}\), respectively. Markov chains \(X^D, X^{D'}\) have the same finite-dimensional distribution if and only if \(\Lambda^D_u = \Lambda^{D'}_u, \; u \geq 0\).

Besides, \(\Lambda^D_u = \Lambda^{D'}_u, \; u \geq 0\) if and only if \(P^D_{t,s} = P^{D'}_{t,s}, \; 0 \leq t \leq s\). Then we have

\[ \Lambda^i_u = \Theta^i_u \Lambda^D_u \Phi^i = \Theta^i_u \Lambda^{D'}_u \Phi^i, \quad u \geq 0, \; i \in \mathcal{M}. \]
It follows that the corresponding generator of independent structure is identical,

\[ \sum_{j=1}^{m} I_{\Lambda_{u}^{j}} \otimes \cdots \otimes I_{\Lambda_{u}^{j}} = \sum_{j=1}^{m} I_{\Lambda_{u}^{j}} \otimes \cdots \otimes I_{\Lambda_{u}^{j}} \otimes \cdots \otimes I, \quad u \geq 0. \]

For any \( z \in \mathcal{K}, \; 0 \leq t \leq T, \; h \in \mathcal{M}, \) we have

\[
\begin{align*}
\rho^z(T, t, h, X^D, x) &= \mathbb{P}\left( \sum_{j=1}^{m} 1\{X_{T}^{D,j} = z_j\} \geq h \bigg| X^D_t = x \right) - \mathbb{P}\left( \sum_{j=1}^{m} 1\{X_{T}^{I,j} = z_j\} \geq h \bigg| X^I_t = x \right) \\
&= \mathbb{P}\left( \sum_{j=1}^{m} 1\{X_{T}^{D',j} = z_j\} \geq h \bigg| X^{D'}_t = x \right) - \mathbb{P}\left( \sum_{j=1}^{m} 1\{X_{T}^{I,j} = z_j\} \geq h \bigg| X^I_t = x \right) \\
&= \rho^z(T, t, h, X^{D'}, x),
\end{align*}
\]

where the second equality comes from the fact that the semigroups of \( X^D, X^{D'} \) are the same.

4.5 Numerical Results

In this section, we study the numerical analysis on the systemic risk measure and systemic dependence measure.

In the case of Example 2.6.1 on page 68 and Example 2.6.3 on page 74, we have full knowledge about how the initial distribution of a bivariate Markov chain and the algebraic structures of infinitesimal generator \((\Lambda_u, u \geq 0)\) of the chain determine different types of Markovian consistency. Therefore, we will follow up on these examples here, and thus we consider a financial system with two financial institutions. We denote by \( Y^i \) the credit rating process of the \( i \)th financial institution, \( i = 1, 2 \). Instead of taking credit ratings as the state space of \( Y^i \), we assume that each financial institution is in either non-default or default state. State 0 represents the non-default state, and state 1 stands for the default state. Moreover, for simplicity, we suppose that once the financial institution defaults, it cannot return to the
non-default state. That means that state 1 is the absorbing state for every $Y^i$. We further assume that at time 0 each $Y^i$ starts from non-default state with probability $1, \mathbb{P}(Y^i_0 = 0) = 1, \ i = 1, 2$.

Next, let $0 \leq v_1 \leq v_2 \leq v_3 < \infty$. We consider time intervals: $[0, v_1), [v_1, v_2), [v_2, v_3), \text{and } [v_3, \infty)$. Assume that $X^D$ is a bivariate Markov chain with initial distribution $\mathbb{P}(X_0 = (0, 0)) = 1$ and piecewise constant infinitesimal generator $(\Lambda^D_u, u \geq 0)$,

$$
\Lambda^D_u = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
(0,0) & -(a_u + b_u + c_u) & a_u & b_u & c_u \\
(0,1) & 0 & -d_u & 0 & d_u \\
(1,0) & 0 & 0 & -f_u & f_u \\
(1,1) & 0 & 0 & 0 & 0
\end{pmatrix},
$$

(4.8)

where for any $0 \leq u < \infty$, $a_u, b_u, c_u, d_u, f_u \geq 0$, and $a_u, b_u, c_u, d_u, f_u$ are piecewise constant.

Note that, the procedure to construct Markov structures is to take the generator $(\Lambda^i_u, u \geq 0)$ of $Y^i, \ i = 1, 2$, as initial inputs. Then one constructs Markov structures corresponding to $\{Y^1, Y^2\}$. In view of (4.8), Example 2.6.1 and Example 2.6.3, if, additionally, we have

$$
a_u + c_u \neq f_u \quad \quad b_u + c_u \neq d_u,
$$

then $X^D$ is weak-only Markovian consistent. Each $X^{D,i}$ is therefore generated by

$$
\Lambda^i_u = \Theta^j_u \Lambda^D_u \Phi^j, \quad u \geq 0, \ i = 1, 2.
$$

(4.9)

Subsequently, we construct the independent infinitesimal generator $(\Lambda^2_u, u \geq 0)$ of $X$ by

$$
\Lambda^2_u = \sum_{j=1}^{2} \Gamma_{\Lambda^i_u}^{2j} = \Lambda^1_u \otimes I + I \otimes \Lambda^2_u.
$$
Specifications of Model Parameters

In what follows, we investigate the systemic risk measure and systemic dependence measure for different algebraic structures of \((\Lambda^D_u, u \geq 0)\). Throughout these examples, we will consider the systemic dependence measure corresponding to \(z = (1, 1)\) as the default state 1 for both components. Also, we will take \(h = 2\), and study at time \(t = 0\) the systemic dependence measure as a function of the future time \(T\) and \(X^D\). Thus, the systemic dependence measure is given by

\[
\rho^{(1,1)}(T, 0, 2, X^D, (0, 0)) = \mathbb{P}\left(\sum_{j=1}^{2} \mathbb{1}\{X^D_{T,j} = 1\} \geq 2 \mid X^D_0 = (0, 0)\right) - \mathbb{P}\left(\sum_{j=1}^{2} \mathbb{1}\{X^F_{T,j} = 1\} \geq 2 \mid X^F_0 = (0, 0)\right).
\] (4.10)

We will take \(T\) from 0 to 30 with step size \(\Delta T = 0.2\), and compute a sequence of values of the systemic dependence measure with \(T\) changing. The reason we take \(t = 0\) and let \(T\) vary is that, we can analyze the impacts resulting from changing in dependence structure in the near future and in the far future. We specify the model parameters in Table 4.1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>(h)</th>
<th>(m)</th>
<th>(v_1)</th>
<th>(v_2)</th>
<th>(v_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>10</td>
<td>30</td>
</tr>
</tbody>
</table>

In the following examples, we will analyze the properties of the corresponding systemic dependence measures given by different structures \(\Lambda^D_u\).
Example 4.5.1. Let $Y^1, Y^2$ be Markov chains with generators

$$
\Lambda^i_u = \begin{pmatrix}
0 & 1 \\
-\lambda^i_u & \lambda^i_u \\
0 & 0
\end{pmatrix}, \quad u \geq 0, \; i = 1, 2,
$$

respectively, where

$$
\lambda^1_u = \frac{c_u (a + b + c_u) e^{-\int_0^u (a+b+c_u) dv} + abc - bu}{ae^{-bu} + ce^{-\int_0^u (a+b+c_u) dv}},
$$

$$
\lambda^2_u = \frac{c_u (a + b + c_u) e^{-\int_0^u (a+b+c_u) dv} + abe^{-au}}{be^{-au} + ce^{-\int_0^u (a+b+c_u) dv}},
$$

and $a, b, c_u > 0$, and $c_u$ is piecewise constant.

We construct an independence generator by $\lambda^1_u$ and $\lambda^2_u$,

$$
\Lambda^I_u = \Lambda^1_u \otimes I + I \otimes \Lambda^2_u = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
(0,0) & -(\lambda^1_u + \lambda^2_u) & \lambda^2_u & \lambda^1_u & 0 \\
(0,1) & 0 & -\lambda^1_u & 0 & \lambda^1_u \\
(1,0) & 0 & 0 & -\lambda^2_u & \lambda^2_u \\
(1,1) & 0 & 0 & 0 & 0
\end{pmatrix}.
$$

(4.12)

The generator $\Lambda^I_u$ satisfies condition $\{M\}$. Now, we solve for a solution $(\Lambda^D_u, u \geq 0)$ of

$$
\Lambda^i_u = \Theta^i_u \Lambda^D_u \Phi^i, \quad u \geq 0, \; i = 1, 2,
$$

where $(\Lambda^D_u, u \geq 0)$ is of the form

$$
\Lambda^D_u = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
(0,0) & -(a + b + c_u) & a & b & c_u \\
(0,1) & 0 & -b & 0 & b \\
(1,0) & 0 & 0 & -a & a \\
(1,1) & 0 & 0 & 0 & 0
\end{pmatrix}.
$$

(4.13)
It should be noted that since \( c_u > 0 \), a bivariate Markov chain \( X^D = (X^{D,1}, X^{D,2}) \) generated by (4.13) is a weak-only Markov structure for \( \{Y^1, Y^2\} \). In view of Remark 3.2.1 on page 87, if we take \( c_u = 0 \) for all \( u \geq 0 \) in (4.13), then we have the independence structure. However, in such a case, the marginal laws are not given by (4.11). The difference between (4.13) and the independence structure is the common jump parameter \( c_u \). In our model, the parameter \( c_u \) is the key element that captures the simultaneous jumps between the components. In this example, we mainly study how the parameter \( c_u \) affects the systemic dependence measure.

Next, we consider another generator \( \Lambda^S_u \) of the form, where \( 0 \leq \gamma_u \leq \min (\lambda^1_u, \lambda^2_u) \). The generator \( \Lambda^S_u \) satisfies condition (M) as well, and a Markov chain \( X^S \) generated by \( (\Lambda^S_u, u \geq 0) \) is a strong Markov structure for \( \{Y^1, Y^2\} \). Moreover, if \( \gamma_u = 0 \), (4.14) reduces to independence structure (4.12).

Note that by construction the \( i \)th component of a bivariate chain generated respectively by either \( \Lambda_u \), \( \Lambda^I_u \) or \( \Lambda^S_u \) has identical prescribed law \( \Lambda^i_u \), \( u \geq 0 \).

In the first part of the numerical analysis, we restrict ourselves to the structure (4.13) and investigate how parameter \( c_u \) affects the systemic dependence measure. The parameters are given in Table 4.2. Two scenarios are considered: \( c_u \) is piecewise increasing; \( c_u \) is piecewise decreasing.

In Figure 4.1, both curves represent the systemic dependence measures for different time horizon \( T \). We observe that when \( c_u \) changes between time intervals, the
Table 4.2. Parameters for Example 4.5.1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Time Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[0, 3)</td>
</tr>
<tr>
<td>a</td>
<td>0.01</td>
</tr>
<tr>
<td>b</td>
<td>0.02</td>
</tr>
<tr>
<td>(1) (c_u) increasing</td>
<td>0.08</td>
</tr>
<tr>
<td>(2) (c_u) decreasing</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Slopes of the curves change as well. Moreover, with \(c_u\) larger, the curve approaches to 0 faster. In view of (4.11), when \(a, b, u\) are fixed, the transition rate \(\lambda_u^i\) is approximately linear in \(c_u\). Thus the transition rate \(\lambda_u^i\) with increasing \(c_u\) will be larger than the transition rate \(\lambda_u^i\) with decreasing \(c_u\). That means that the probability for the component jumping from state 0 to state 1 will be higher if \(c_u\) is increasing. Both components are tend to default. When \(c_u\) is piecewise decreasing, the general trend of the measure is decreasing. Whereas, the level of the measure does not drop immediately. There exists period-lagging before the level of the measure decreases.

In the second part of the numerical analysis, we examine the systemic dependence measures for two different dependence structures (4.13) and (4.14). In addition to the parameters in Table 4.2, we take parameter \(\gamma_u = \eta \min (\lambda_u^1, \lambda_u^2)\) with \(\eta = 0, 0.1, 0.5, 1\). If \(\eta = 0\), (4.13) becomes independence structure (4.12). Figure 4.2 on page 131 shows the comparisons between \(c_u\) and \(\lambda_u^1, \lambda_u^2\) for \(c_u\) piecewise increasing or decreasing. No matter \(c_u\) is piecewise increasing or piecewise decreasing, functions \(\lambda^1, \lambda^2\) are piecewise decreasing.

In Figure 4.3 on page 132 and Figure 4.5 on page 140, we compare the systemic dependence measure and systemic risk measure. Only the red curve with circle marker is the measure for weak-only Markov structure. The rest blue curves are all from
strong Markov structures. It should be noted that when $\eta = 1$, one of the components cannot jump individually. For instance, if $\min(\lambda_{u}^{1}, \lambda_{u}^{2}) = \lambda_{u}^{2}$, then the probability for $X^{S,2}$ jumping to state 1 individually is zero. In such a case, the level of systemic dependence measure is highest. We argue that, since condition (M) is satisfied, the state of $X^{S,1}$ will not have an influence on how $X^{S,2}$ changes its state. However, if $X^{S,2}$ changes to state 1, $X^{S,1}$ must jump to state 1 as well. Financially speaking, the corresponding financial institution $X^{S,2}$ will not default individually. However, if $X^{S,2}$ defaults, then $X^{S,1}$ defaults as well. The component $X^{S,2}$ contributes significantly to systemic risk. Our systemic dependence measure labels this circumstance with high systemic dependence. When we look at the pair $(\nu^{\circ} (T, t, h, X^{D}, x), \rho^{\circ} (T, t, h, X^{D}, x))$ and $(\nu^{\circ} (T, t, h, X^{S}, x), \rho^{\circ} (T, t, h, X^{S}, x))$, the systemic risk measure is changing the systemic dependence measure.

In addition, we zoom in on the systemic dependence measure for the case of parameter $c_{u}$ piecewise increasing, see Figure 4.4 on page 133. When $T$ closes to 20, the systemic dependence measure for the weak-only Markov structure changes from
unfavorable systemic dependence to favorable systemic dependence. It implies that in
the long run the dependence structure allowing for contagion has advantages over the
other dependence structures.

It should be noted that we assume the default state as an absorbing state. As $T$
gets larger, the systemic risk measures approach 1 regardless of the dependence struc-
tures. Moreover, the difference between the systemic risk measures are not significant.
However, the corresponding systemic dependence measures behave differently between
dependence structures because we normalize the systemic dependence measure. In par-
ticular, when $c_u$ is piecewise increasing, the systemic dependence measures are more
sensitive to the change of $c_u$ in the near future. This result means that the dependence
structure is more important in the near future than in the long run. It implies that if
the policy maker decides to intervene in the event of systemic risk, the policy maker
needs to step in fast. Otherwise, in the long run there is no significant difference
between dependence structures.
Also, we observe that the level of systemic dependence measure is higher when the parameter $\eta$ gets larger. This is consistent with the discussion in the first part of numerical analysis.

Figure 4.3. Results for Example 4.5.1: Parameter $c_u$ Piecewise Increasing
Example 4.5.2 (extreme contagion). Assume that $Y^i$ is generated by $\Lambda^i_u$,

\[
\Lambda^i_u = \begin{pmatrix}
0 & 1 \\
-c_u & c_u \\
0 & 0
\end{pmatrix}, \quad u \geq 0, \ i = 1, 2.
\]

We want to solve for the solution $(\Lambda^D_u, u \geq 0)$ of the form,

\[
\Lambda^D_u = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
(0,0) & 0 & 0 & c_u \\
(0,1) & 0 & 0 & 0 \\
(1,0) & 0 & 0 & 0 \\
(1,1) & 0 & 0 & 0
\end{pmatrix}, \quad (4.15)
\]

where $c_u > 0$ and piecewise constant. In view of (4.15), if the components jump, they must jump simultaneously. Note that in this structure, the transition probability for individual jump is zero. Hence, we call this structure as **extreme contagion**.

The parameters of this example are summarized in Table 4.3. We will investigate the general properties of the systemic risk measure and systemic dependence
measure for the structure \((4.15)\), and then compare the results to the structure \((4.14)\).

### Table 4.3. Parameters for Example 4.5.2

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Time Periods</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[0, 3)</td>
<td>[3, 10)</td>
<td>[10, 30)</td>
<td>[30, ∞)</td>
</tr>
<tr>
<td>(1) (c_u) increasing</td>
<td>0.08</td>
<td>0.15</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>(2) (c_u) constant</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>(3) (c_u) decreasing</td>
<td>0.08</td>
<td>0.03</td>
<td>0.005</td>
<td>0.005</td>
</tr>
</tbody>
</table>

In Figure 4.6 on page 144, the curves represent the systemic dependence measure for time horizon \(T\) ranging from 0 to 30. We study the properties of the systemic dependence measure within the class \((4.15)\). All the curves are hump-shaped and non-negative for three time periods. The curve with piecewise increasing \(c_u\) approaches 0 faster than the other curves.

Next, we compare the systemic dependence measures between the dependence structures \((4.14)\) and \((4.15)\) in Figure 4.7 on page 142 and Figure 4.8 on page 143. The curves with circle marker are obtained by structure \((4.15)\). The other curves are from structure \((4.14)\) with \(\gamma_u = \eta \min (\lambda_u^1, \lambda_u^2)\), \(\eta = 0, 0.1, 0.5, 1\). An interesting observation is that the systemic dependence measure of extreme contagion coincides with the measure obtained by \(\eta = 1\). The mathematical explanations are given below. First, \(Y^1\) and \(Y^2\) have the same law. For the structure \((4.15)\), the chain does not move if it is not in state \((0, 0)\). For the structure \((4.14)\), condition \((P)\) is satisfied and the transition probability of individual jumps from state \((0, 0)\) is 0. Thus both structures produce the same measures.

**Example 4.5.3** (Extreme anti-contagion). Consider Markov chains \(Y^1, Y^2\) with gen-
\( \Lambda^i_u = \begin{pmatrix} 0 & 1 \\ -\lambda^i_u & \lambda^i_u \\ 0 & 0 \end{pmatrix}, \quad u \geq 0, \quad i = 1, 2, \)

respectively, where

\[
\lambda^1_u = \frac{b_u (a_u + b_u) e^{-\int_0^u (a_v + b_v) \, dv}}{a_u + b_u e^{-\int_0^u (a_v + b_v) \, dv}} \\
\lambda^2_u = \frac{a_u (a_u + b_u) e^{-\int_0^u (a_v + b_v) \, dv}}{b_u + a_u e^{-\int_0^u (a_v + b_v) \, dv}},
\]

and \( a_u, b_u > 0 \) and piecewise constant.

We want to solve for a Markov structure \( X^D \) for \( \{Y^1, Y^2\} \) with generator \( (\Lambda^D_u, u \geq 0) \) of the form,

\[
\Lambda^D_u = \begin{pmatrix} (0,0) & (0,1) & (1,0) & (1,1) \\ (0,0) \quad -(a_u + b_u) & a_u & b_u & 0 \\ (0,1) \quad 0 & 0 & 0 & 0 \\ (1,0) \quad 0 & 0 & 0 & 0 \\ (1,1) \quad 0 & 0 & 0 & 0 \end{pmatrix}, \quad (4.16)
\]

where \( a_u, b_u > 0 \) and locally integrable on \([0, \infty)\).

Unlike the structure \( (4.15) \) of extreme contagion, in view of the structure \( (4.16) \), each component only jumps individually. It is impossible for both components to jump simultaneously,

\[
P \left( \sum_{j=1}^2 \mathbb{1}_{\{X^D_{t,j} = 1\}} \geq 2 \ \mid X^D_0 = (0,0) \right) = 0, \quad T \in [0, \infty). \quad (4.17)
\]

We call this structure as \textbf{extreme anti-contagion}. The theoretical value of the systemic dependence measure is non-positive for any \( 0 \leq T < \infty \). The parameters for this example are given in Table \( 4.4 \).
Table 4.4. Parameters for Example 4.5.3

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Time Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[0, 3)</td>
</tr>
<tr>
<td>(1) ((a_u, b_u)) increasing</td>
<td>(0.05, 0.05)</td>
</tr>
<tr>
<td>(2) ((a_u, b_u)) constant</td>
<td>(0.05, 0.05)</td>
</tr>
<tr>
<td>(3) ((a_u, b_u)) decreasing</td>
<td>(0.05, 0.05)</td>
</tr>
</tbody>
</table>

The parameters \(\lambda^1_u\) and \(\lambda^2_u\) have piecewise decreasing trends for different time horizon \(T\), see Figure 4.9 on page 144.

In Figure 4.10 on page 144 every curve stands for the systemic dependence measure as a function of \(T\). We observe that the systemic dependence measures are non-positive, and thus the financial system has initially favorable systemic dependence. Besides, the financial system shares more favorable systemic dependence when the values of \(a_u, b_u\) get larger.

Next, we are interested in the systemic dependence measure of the joint credit migration process with or without contagion. The comparisons of the systemic dependence measures and systemic risk measure for different dependence structures, see the structures (4.14) on page 128 and (4.16) on page 135, are given in Figure 4.11 on page 145 and Figure 4.12 on page 146. In view of the structure (4.14), the parameter \(\gamma_u\) needs to be bounded within the interval \([0, \min (\lambda^1_u, \lambda^2_u)]\) for all \(u \geq 0\). Thus, the systemic dependence measure for structure (4.14) is non-negative and the measure attains 0 at \(\gamma_u = 0\), i.e., the independence structure.

4.6 Conclusions and Future Work

In this chapter, we proposed an original approach to study systemic risk. As we believe, the dependence between financial institutions is in the core of systemic
risk. We apply the framework of Markov structures to present the issue of dependence structures. In particular, we construct a dynamic systemic dependence measure that takes into account the dependence between the components of the financial system expressed in terms of Markov structures. We also define a dynamic systemic risk measure. We study the numerical analysis on different algebraic structures of infinitesimal generators, and compare these two measures between the weak-only Markov structure and the strong Markov structure. Also, we give financial explanations to the numerical results.

In the numerical analysis, we concentrate on the systemic risk measure and systemic dependence measure for several classes of algebraic structures of the generators. These structures have special meanings in the context of systemic risk. The initial investigations indeed show that different dependence structures contribute to various levels of systemic risk. Furthermore, our proposed systemic dependence measure is dynamic and flexible to deal with more general situations. For example, from a risk management perspective one may have interests in the case when the components are in different credit ratings, not just default state.

Another contribution of this chapter is that we construct a measure to investigate dependence structure between the coordinate processes of a multivariate Markov chain. Our measure assesses the degree to which stochastic processes strays from the independence structure. Although the properties of this measure are not yet fully established, we point out an interesting research direction: how to measure the dependence between stochastic processes with prescribed laws.

Future work

Our proposed systemic dependence measure is a function, that depends on many parameters. It is still an interesting topic to analytically study the mathematical
properties of this measure. We summarize the future work in the following.

- To investigate mathematical properties of the systemic dependence measure

It remains an open question to investigate the properties of the systemic dependence measures in the context of coherent risk measures. The other directions might be: the analysis of the systemic dependence measures for the weak-only Markov structures, that preserve marginals, between different classes of algebraic structures; or the properties for a general state space, for instance, without absorbing state or more than two non-absorbing states.

- To design an efficient algorithm

We deal with the transition matrices of time-inhomogeneous Markov chains. Since it requires intensive computations to solve for the solutions of Markov structures, the development of productive algorithms is another research direction. The algorithms are expected to identify feasible solutions in an effective fashion.

- Calibrations from the market data

An empirical question is to calibrate one solution of Markov structures that is consistent with the market data. Although the Markit CMBX index is formed by a basket of 25 commercial mortgage-backed securities, this index is not directly linked to the credit ratings of major banks, for instance, a defaultable bond issued by the major bank. Instead, the CMBX index is indirectly connected to the major banks by holding those commercial mortgage-backed securities. These investments are evaluated and reported in the financial statement. In general, a sound financial statement represents a stable financial status, that is a factor to higher credit rating. However, the methodology to calibrate the dependence between major banks through this type of financial products is not
yet fully established. Thus, one suggesting research problem is to develop a method to calibrate the dependence structure between financial institutions.

- Stochastic dependence measure

Besides risk management, our proposed systemic dependence measure evaluates the level to which a multivariate Markov chain deviates from the independence structure, that marginal laws are preserved. What we tried to achieve is similar to an existing research problem: comparing Markov chains. In literature, the concepts of comparing Markov chains focus on comparing their transition matrices of time-homogeneous Markov chains. These time-homogeneous Markov chains are not limited to multivariate Markov chains, and thus the concepts about preserving prescribed laws are not clearly mentioned or introduced. In the contexts of Markov structures, we impose additional conditions on the transition matrix functions so that the prescribed laws are preserved. The existing results about comparing Markov chains do not meet our purposes. An interesting problem is to study this dependence measure for time-inhomogeneous multivariate Markov chains whose components satisfy the prescribed laws.
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APPENDIX A

COMPUTATIONS FOR EXAMPLE 2.6.1
Recall that for any $0 \leq t \leq s$, the transition probability matrix function of $X$ is given by,

$$
\mathbf{P}_{t,s} = [p_{t,s}(i,j)]_{i,j=1,2,3,4}
$$

$$
= \begin{pmatrix}
(0,0) & e^{-\int_t^s (a_v + c_v) \, dv} p_{t,s}(1,2) & 0 & p_{t,s}(1,4) \\
(0,1) & 0 & e^{-\int_t^s d_v \, dv} & 1 - e^{-\int_t^s d_v \, dv} \\
(1,0) & 0 & e^{-\int_t^s f_v \, dv} & 1 - e^{-\int_t^s f_v \, dv} \\
(1,1) & 0 & 0 & 0 & 1
\end{pmatrix},
$$

where

$$
p_{t,s}(1,2) = \frac{a_s}{a_s + c_s - d_s} \left( e^{-\int_t^s d_v \, dv} - e^{-\int_t^s (a_v + c_v) \, dv} \right)
$$

$$
p_{t,s}(1,4) = 1 - \frac{c_s - d_s}{a_s + c_s - d_s} e^{-\int_t^s (a_v + c_v) \, dv} - \frac{a_s}{a_s + c_s - d_s} e^{-\int_t^s d_v \, dv}.
$$

and for any $t \geq 0$ the operator $\Theta_1^t$ can be represented by

$$
\Theta_1^t = [\mathbb{P} \left( X_t = x_t \mid X_1^t = x_1^t \right)]_{x_t \in \mathcal{K}^2, x_1^t \in \mathcal{K}} = 
\begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
0 & \theta_t & 1 - \theta_t & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
$$

where

$$
\theta_t = \frac{p_{0,t}(1,1)}{p_{0,t}(1,1) + p_{0,t}(1,2)} = \frac{e^{-\int_0^t (a_v + c_v) \, dv}}{\frac{c_t - d_t}{a_t + c_t - d_t} e^{-\int_0^t (a_v + c_v) \, dv} + \frac{a_t}{a_t + c_t - d_t} e^{-\int_0^t d_v \, dv}}.
$$

The extension operator $\Phi^1$ can be represented by

$$
\Phi^1 = \begin{pmatrix}
0 & 1 \\
1 & 0 \\
0 & 1 \\
0 & 1
\end{pmatrix}.
$$
We have

\[
\Theta_1^1 P_{t,s} = \begin{pmatrix}
0 & (0,0) & (0,1) & (1,0) & (1,1) \\
1 & \alpha_{t,s}(1,1) & \alpha_{t,s}(1,2) & 0 & \alpha_{t,s}(1,4) \\
0 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

where

\[
\alpha_{t,s}(1,1) = \theta_t p_{t,s}(1,1) = \theta_t e^{-\int_t^s (a_v + c_v) \, dv}
\]

\[
\alpha_{t,s}(1,2) = \theta_t p_{t,s}(1,2) + (1 - \theta_t) p_{t,s}(2,2)
\]

\[
= \theta_t \left( \frac{a_s}{a_s + c_s - d_s} \left( e^{-\int_t^s d_v \, dv} - e^{-\int_t^s (a_v + c_v) \, dv} \right) \right) + (1 - \theta_t) e^{-\int_t^s d_v \, dv}
\]

\[
\alpha_{t,s}(1,4) = \theta_t p_{t,s}(1,4) + (1 - \theta_t) p_{t,s}(2,4)
\]

\[
= \theta_t \left( 1 - \frac{c_s + d_s}{a_s + c_s - d_s} e^{-\int_t^s (a_v + c_v) \, dv} - \frac{a_s}{a_s + c_s - d_s} e^{-\int_t^s d_v \, dv} \right)
\]

\[
+ (1 - \theta_t) \left( 1 - e^{-\int_t^s d_v \, dv} \right).
\]

We have the matrix function

\[
P_{t,s}^1 = \Theta_1^1 P_{t,s} \Phi^1 = \begin{pmatrix}
0 & 1 \\
1 & \alpha_{t,s}(1,1) + \alpha_{t,s}(1,2) & \alpha_{t,s}(1,4) \\
0 & 0 & 1
\end{pmatrix},
\]

where

\[
\alpha_{t,s}(1,1) + \alpha_{t,s}(1,2) = \theta_t \left( p_{t,s}(1,1) + p_{t,s}(1,2) \right) + (1 - \theta_t) p_{t,s}(2,2)
\]

\[
= \theta_t \left( \frac{c_s - d_s}{a_s + c_s - d_s} e^{-\int_t^s (a_v + c_v) \, dv} + \frac{a_s}{a_s + c_s - d_s} e^{-\int_t^s d_v \, dv} \right)
\]

\[
+ (1 - \theta_t) e^{-\int_t^s d_v \, dv}.
\]

Since the infinitesimal rate of \((P_{t,s}^1, 0 \leq t \leq s)\) is the same as \((\Theta_1^1 \Lambda_u \Phi^1, u \geq 0)\), we conclude that \(P_{t,s}^1 = \hat{P}_{t,s}^1\). Note that for any \(0 \leq t \leq s\) the one-dimensional probability of \(X\) at time \(s\) can be computed from the one-dimensional probability of \(X\) at
time \( t \), then we have \( \Theta^1_s \)

\[
\Theta^1_s = \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
\theta_s & 1 - \theta_s & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]

where

\[
\theta_s = \frac{\mathbb{P}(X_s = (0,0))}{\mathbb{P}(X_1^s = 0)}
\]

\[
\mathbb{P}(X_s = (0,0)) = \sum_{z \in K^2} \mathbb{P}(X_t = z) \Phi^z_{\hat{t},s}(0,0) = p_{0,t}(1,1)p_{t,s}(1,1)
\]

\[
= e^{-\int_0^t (a_v + c_v) \, dv} e^{-\int_s^t (a_v + c_v) \, dv}
\]

\[
\mathbb{P}(X_1^s = 0) = p_{0,t}(1,1) (p_{t,s}(1,1) + p_{t,s}(1,2)) + p_{0,t}(1,2)p_{t,s}(2,2)
\]

\[
= e^{-\int_0^t (a_v + c_v) \, dv} \left( \frac{c_s - d_s}{a_s + c_s - d_s} e^{-\int_t^s (a_v + c_v) \, dv} + \frac{a_s}{a_s + c_s - d_s} e^{-\int_s^{t+s} d_v \, dv} \right)
\]

\[
\begin{aligned}
\mathbb{P}(X_1^s = 0) &= p_{0,t}(1,1) (p_{t,s}(1,1) + p_{t,s}(1,2)) + p_{0,t}(1,2)p_{t,s}(2,2) \\
&= e^{-\int_0^t (a_v + c_v) \, dv} \left( e^{-\int_t^s d_v \, dv} \right) e^{-\int_s^{t+s} d_v \, dv}.
\end{aligned}
\]

Then we have

\[
\hat{\Theta}^1_{t,s} \Theta^1_s = \Theta^1_t \mathbb{P}_{t,s} \Phi^1 \Theta^1_s
\]

\[
= \begin{pmatrix}
(0,0) & (0,1) & (1,0) & (1,1) \\
\theta_s (\alpha_{t,s}(1,1) + \alpha_{t,s}(1,2)) & (1 - \theta_s) (\alpha_{t,s}(1,1) + \alpha_{t,s}(1,2)) & 0 & \alpha_{t,s}(1,4) \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

(A.2)

Now, we compare each entry of (A.1) and (A.2). We can show that

\[
\alpha_{t,s}(1,1) - \theta_s (\alpha_{t,s}(1,1) + \alpha_{t,s}(1,2)) = 0.
\]

(A.3)

Moreover, (A.3) is equivalent to

\[
\alpha_{t,s}(1,2) - (1 - \theta_s) (\alpha_{t,s}(1,1) + \alpha_{t,s}(1,2)) = 0.
\]

Thus, we conclude that for any \( 0 \leq t \leq s \), the condition \( \Theta^1_t \mathbb{P}_{t,s} = \hat{\Theta}^1_{t,s} \Theta^1_s \) holds.
APPENDIX B

COMPUTATIONS FOR $\kappa_{T_{N-1}, T_N}^1(J, K)$
Recall the matrix $\kappa_{i_{tn-1}, t_n}^i$, $i \in \{1, 2, \ldots, m\}$, is given by

$$
\kappa_{i_{tn-1}, t_n}^i = \begin{bmatrix}
\kappa_{i_{tn-1}, t_n}^{i, x_{n-1}}(j, k)
\end{bmatrix}
$$

where $x_{n-1} = (0, 0)$, $(0, 1)$, $(1, 0)$, $(1, 1)$,

$$
x_i^j = \begin{cases}
0 & k_{i_{tn-1}, t_n}^i (1, 1) = \begin{bmatrix}
\kappa_{i_{tn-1}, t_n}^{i, x_{n-1}}(1, 2) & \kappa_{i_{tn-1}, t_n}^{i, x_{n-1}}(1, 3) & \kappa_{i_{tn-1}, t_n}^{i, x_{n-1}}(1, 4)
\end{bmatrix}
\end{cases}
$$

where the $j$th row of $\kappa_{i_{tn-1}, t_n}^i$ corresponds to the $j$th ordered state space of $X_{t_n}^i$, and the $k$th column of $\kappa_{i_{tn-1}, t_n}^i$ corresponds to the $k$th ordered state space of $X_{t_n-1}$, and

$$
\kappa_{i_{tn-1}, t_n}^{i, x_{n-1}} = \sum_{x_n \in D(x_n^i)} \sum_{x_{n-1} \in K} P(X_{t_n} = z)
$$

$$
\times \left[ \left( \sum_{x_n \in D(x_n)} P_{t_n-1, t_n}^{x_n} \right) P_{t_n-1, t_n}^{x_{n-1} \mid t_n} - P_{t_n-1, t_n}^{x_{n-1} \mid t_n} \left( \sum_{x_n \in D(x_n^i)} P_{t_n-1, t_n}^{x_n} \right) \right].
$$

In the following, we compute $\kappa_{i_{tn-1}, t_n}^1$ for $K = \{0, 1\}$ and $m = 2$.

$$
\kappa_{i_{tn-1}, t_n}^1 (1, 1) = \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,1)} + P(X_{t_n-1} = (0, 1)) P_{t_n-1, t_n}^{(0,1),(0,0)} \right) P_{t_n-1, t_n}^{(0,0),(0,0)}
$$

$$
- \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,0)} \right) P_{t_n-1, t_n}^{(0,0),(0,0)}
$$

$$
= \left( P(X_{t_n-1} = (0, 1)) P_{t_n-1, t_n}^{(0,1),(0,1)} \right) P_{t_n-1, t_n}^{(0,0),(0,0)}
$$

$$
\kappa_{i_{tn-1}, t_n}^1 (1, 2) = \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,1)} + P(X_{t_n-1} = (0, 1)) P_{t_n-1, t_n}^{(0,1),(0,1)} \right) P_{t_n-1, t_n}^{(0,1),(0,0)}
$$

$$
- \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,0)} \right) P_{t_n-1, t_n}^{(0,1),(0,1)}
$$

$$
= - \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,0)} \right) P_{t_n-1, t_n}^{(0,1),(0,1)}
$$

$$
\kappa_{i_{tn-1}, t_n}^1 (1, 3) = \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,1)} + P(X_{t_n-1} = (0, 1)) P_{t_n-1, t_n}^{(0,1),(0,1)} \right) P_{t_n-1, t_n}^{(1,0),(0,0)}
$$

$$
- \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,0)} \right) P_{t_n-1, t_n}^{(1,0),(0,1)}
$$

$$
= 0
$$

$$
\kappa_{i_{tn-1}, t_n}^1 (1, 4) = \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,1)} + P(X_{t_n-1} = (0, 1)) P_{t_n-1, t_n}^{(0,1),(0,1)} \right) P_{t_n-1, t_n}^{(1,1),(0,0)}
$$

$$
- \left( P(X_{t_n-1} = (0, 0)) P_{t_n-1, t_n}^{(0,0),(0,0)} \right) P_{t_n-1, t_n}^{(1,1),(0,1)}
$$
\[
\kappa_{t_{n-1}, t_n}^1 (2, 1) = \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (0, 1)) P_{t_{n-1}, t_n}^{(0,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(0,0),(1,0)} \\
+ \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (1, 1)) P_{t_{n-1}, t_n}^{(1,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(0,0),(1,0)} \\
- \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,0)} + \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,0)} \right) P_{t_{n-1}, t_n}^{(0,0),(1,1)} \\
\kappa_{t_{n-1}, t_n}^1 (2, 2) = \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (0, 1)) P_{t_{n-1}, t_n}^{(0,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(0,1),(1,0)} \\
+ \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (1, 1)) P_{t_{n-1}, t_n}^{(1,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(0,1),(1,0)} \\
- \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,0)} + \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,0)} \right) P_{t_{n-1}, t_n}^{(0,1),(1,1)} \\
\kappa_{t_{n-1}, t_n}^1 (2, 3) = \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (0, 1)) P_{t_{n-1}, t_n}^{(0,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(1,0),(1,0)} \\
+ \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (1, 1)) P_{t_{n-1}, t_n}^{(1,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(1,0),(1,0)} \\
- \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,0)} + \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,0)} \right) P_{t_{n-1}, t_n}^{(1,0),(1,1)} \\
\kappa_{t_{n-1}, t_n}^1 (2, 4) = \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (0, 1)) P_{t_{n-1}, t_n}^{(0,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(1,1),(1,1)} \\
+ \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,1)} + \mathbb{P} (X_{t_{n-1}} = (1, 1)) P_{t_{n-1}, t_n}^{(1,1),(1,1)} \right) P_{t_{n-1}, t_n}^{(1,1),(1,0)} \\
- \left( \mathbb{P} (X_{t_{n-1}} = (0, 0)) P_{t_{n-1}, t_n}^{(0,0),(1,0)} + \mathbb{P} (X_{t_{n-1}} = (1, 0)) P_{t_{n-1}, t_n}^{(1,0),(1,0)} \right) P_{t_{n-1}, t_n}^{(1,1),(1,1)} \\
= 0
\]
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